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SHORT COMMUNICATION

A new method to obtain ultimate bounds and convergence rates for
perturbed time-delay systems
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SUMMARY

A new method is proposed to determine the ultimate bounds and the convergence rates for perturbed time-
delay systems when the Lyapunov–Krasovskii functionals and their derivatives are available. Compared with
existing methods, the proposed method is more concise, more widely applicable, and the obtained results
are less conservative. To show the three features, the proposed method is applied to improve three existing
results, respectively. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The problem of determining system stability in the presence of nonvanishing perturbations, that
is, perturbations that do not vanish as the state approaches an equilibrium point, has attracted much
attention [1–8]. The nonvanishing perturbations could result from modeling errors, uncertainties and
disturbances, and others. It is pointed out in [2] that in the presence of such perturbations, asymp-
totic stability is in general not possible, but the ultimate boundedness of the system’s trajectories
can be achieved. In this case, it is important to determine ultimate bounds and convergence rates
of the systems’ trajectories as a measure of the controller performance. For perturbed time-delay
systems, the existing methods are often based on the use of quadratic Lyapunov functions to deter-
mine ultimate bounds and convergence rates [4–7]. It is well known that simple quadratic Lyapunov
functions often lead to the conservative ultimate boundedness criteria for time-delay systems. As
a result, Xu and Feng in [8] designed a Lyapunov–Krasovskii functional to replace the quadratic
Lyapunov function proposed in [6] for the same problem. It is shown that the ultimate boundedness
criterion in [6] is improved in [8]. However, by following the method proposed in [8], other inequal-
ity techniques are used after obtaining the Lyapunov–Krasovskii functional and its derivative. This
still leads the obtained ultimate bound to conservatism. This is our first motivation.

The problem of determining system stability in the presence of nonvanishing perturbations can
be also formulated in the paradigm of input to state stability (ISS) [9], where nonvanishing pertur-
bations are considered as the input. For time-delay systems, Teel proposed sufficient conditions in
the setting of Lyapunov–Razumikhin theorems to yield the ISS [10]. Furthermore, Pepe and Jiang
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addressed ISS from a perspective of Lyapunov–Krasovskii functionals for time-delay systems [11].
However, the proposed sufficient conditions cannot be applied to the case here. This is our second
motivation.

In this paper, we propose a new method to determine the ultimate bounds and the conver-
gence rates for perturbed time-delay systems on the basis of Lyapunov–Krasovskii functionals and
their derivatives. Compared with existing methods, the proposed method has the following salient
features.

� More concise. The proof of a theorem, which is used to study the uniform ultimate boundedness
in [3], is simplified by the proposed method. In addition, the convergence rate of the solutions
is given.
� More widely applicable. The proposed method can handle complicated Lyapunov–Krasovskii

functionals. As an application, on the basis of the results obtained in [5], it is proven that the
solutions are uniformly ultimately bounded instead of the uniform boundedness as asserted
in [5].
� Less conservative. Compared with the ultimate bound obtained in [8], it is proven that a tighter

ultimate bound is derived by the proposed method.

Besides these salient features, the proposed method is given through a theorem that can be applied
to other applications easily. The contributions of this paper are as follows: (i) a new method with
salient features to determine the ultimate bounds and the convergence rates for perturbed time-
delay systems and (ii) the ability of the proposed method to cope with some cases whereas existing
methods for ISS cannot.

Notation used in this paper is as follows. The symbol Rn is the Euclidean space of dimension n.
Let RC denote the positive real numbers and N denote the positive integral numbers. The symbol k�k
stands for the Euclidean norm or the induced Euclidean norm. The symbol Cn,� denotes the space
of continuous n-dimensional vector functions on Œ�� , 0� . xt , x .t C s/ , s 2 Œ�� , 0� , � 2 RC. The
symbol �min .X/ denotes the minimum eigenvalue of matrix X .

2. PROBLEM FORMULATION

Consider a general perturbed time-delay system

Px .t/D F .t , xt ,w/ (1)

with x .s/ D � .s/ , s 2 Œ�� , 0� , � 2 RC, where x .t/ 2 Rn, w .t/ 2 Rm is a Lebesgue measurable
and bounded perturbation. F WRC[¹0º�Cn,� �Rm!Rn is supposed to ensure the existence and
uniqueness of the solution through every initial condition �.

Definiton 1 ([3])
The solutions xt .�/ of system (1) with x .t0C s/D � .s/ , s 2 Œ�� , 0� are said to be uniformly ulti-
mately bounded with ultimate bound ", if for each ı > 0 there exists T D T .", ı/ > 0 independent
of t0 such that kx .�/ .t/k6 " for all t > t0C T when sups2Œ�� ,0� k� .s/k< ı.

The purpose of this paper is to propose a new method to determine the ultimate bound and the
convergence rate for Equation (1) when the Lyapunov–Krasovskii functionals and their derivatives
along the solutions of Equation (1) are available.

Before proceeding further with the development of this paper, the following preliminary result is
needed.

Lemma 1 ([4])
Let g .t/ be a continuous function with g .t/> 0 for all t > t0� r0 and k0 > sups2Œ�r0,0�g .t0C s/ .
Let Pg .t/6 �˛1g .t/C˛2sups2Œ�r0,0�g .t C s/Cˇ for t > t0 where r0,˛1,˛2,ˇ 2RC. If ˛1 > ˛2,
then g .t/ 6 g0 C k0e��0.t�t0/, for t > t0, where g0 D ˇ= .˛1 � ˛2/ and �0 is the unique solution
to the equation ��0 D�˛1C ˛2e�0r0 .
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3. MAIN RESULTS

In this section, the new method is proposed through a theorem. The theorem can help to deter-
mine the ultimate bounds and the convergence rates for perturbed time-delay systems when the
Lyapunov–Krasovskii functionals and their derivatives are available. With the help of Lemma 1, we
have

Theorem 1
Suppose that there exists a Lyapunov–Krasovskii functional V .t , xt / WRC[¹0º�Cn,� !RC[¹0º
such that

�1 kx .t/k
2 6V .t , xt /

6 �2 kx .t/k2C
N1X
iD1

�i

Z 0

��i

kxt .s/k
2 ds

C

N 0
1X

iD1

N 0
2X

jD1

�0ij

Z 0

�� 0
i

Z 0

�� 00
j
Cs

kxt .�/k
2 d�dsC c (2)

where N1,N 01,N 02 2N, �1, �2, c,�i , �0ij ,�i , � 0i , �
00
j 2R

C[¹0º, and there exists a 	 2RC[¹0º such
that

PV .t , xt /6 ��3 kx .t/k2C 	 , �3 2R
C (3)

where PV .t , xt / is the derivative of V .t , xt / along the solutions of Equation (1). Then (i) V .t , xt /
satisfies

V .t , xt /6 v0C ke��t (4)

where � is the unique solution to the equation

� �D�
v1C v2

v3
�
1

v3
C
v1C v2

v3
e�� , (5)

k > sups2Œ�� ,0�kV .s, xs/k and

r1 Dmax
i
.�i / , r2 Dmax

i ,j

�
� 0i C �

00
j

�
, � Dmax .r1, r2/

v0 D 	
�2

�3
C
	

�3

2
4 N1X
iD1

�i�i C

N 0
1X

iD1

N 0
2X

jD1

�0ij

�
� 0i�
00
j C

1

2
� 02i

�35C c (6)

v1 D

N1X
iD1

�i

�3
, v2 D

N 0
1X

iD1

N 0
2X

jD1

�0ij

�3
� 0i , v3 D

�2

�3
.

(ii) kx .t/k satisfies

kx .t/k6
r
v0

�1
C

s
k

�1
e�

�
2 t , �1 2R

C, (7)

which implies that the solutions of Equation (1) are uniformly ultimately bounded with ultimate
bound Œv0=�1�1=2C 
, where 
 2RC is an arbitrarily small number.

Proof
Let V .t/D V .t , xt / for simplicity. From Equation (3), we can obtain

kx .t/k2 6 	 �
PV .t/

�3
. (8)
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Substituting Equation (8) into Equation (2) yields

V .t/ 6 �2

�3

�
	 � PV .t/

�
C

N1X
iD1

�i

Z 0

��i

	 � PV .t C s/

�3
ds

C

N 0
1X

iD1

N 0
2X

jD1

�0ij

Z 0

�� 0
i

Z 0

�� 00
j
Cs

	 � PV .t C �/

�3
d�dsC c. (9)

Note that

�

N1X
iD1

�i

�3

Z 0

��i

PV .t C s/ ds 6 �v1V .t/C v1 sup
s2Œ�r1,0�

V .t C s/

and

�

N 0
1X

iD1

N 0
2X

jD1

�0ij

�3

Z 0

�� 0
i

Z 0

�� 00
j
Cs

PV .t C �/ d�ds 6 �v2V .t/C v2 sup
s2Œ�r2,0�

V .t C s/,

then the right-hand side of inequality (2) becomes

V .t/ 6 �v3 PV .t/� v1V .t/C v1 sup
s2Œ�r1,0�

V .t C s/

�v2V .t/C v2 sup
s2Œ�r2,0�

V .t C s/C v0

where v0, v1, v2, v3 are defined in equation (6). Rearranging this inequality results in

PV .t/6 �v1C v2C 1
v3

V .t/C
v1C v2

v3
sup

s2Œ�� ,0�
V .t C s/C

v0

v3
. (10)

Note that V .t/ is a continuous function with V .t/ > 0 for all t > �� . Then by Lemma 1, we
have Equation (4), where k > sups2Œ�� ,0�kV .s/k

2 and � satisfies Equation (5). Furthermore, if

�1 kx .t/k
2 6 V .t/ with �1 2 RC, then inequality (7) is satisfied. From Definition 1, we can

conclude this proof. �

Remark 1
The constant c used in Equation (2) is to enlarge the class of functionals. For example, the con-
stant c can represent the upper bound of some variable independent of the state or some bounded
functionals such as

R t
t�� satT .x .s//sat.x .s// ds, where sat.�/ denotes the saturated term.

Remark 2
The involved bounds here are only functionals of the quadratic type, a special case of K1 functions.
On the other hand, existing methods for ISS often handle more general Lyapunov functionals whose
bounds are represented by K1 functions. However, the former reserves some structured information
of Lyapunov functionals, namely the quadratic type, whereas the latter has lost. Just because of the
use of the structure, some salient features of the proposed method are derived.

Remark 3
The existing sufficient conditions in the setting of Lyapunov–Razumikhin theorems or Lyapunov–
Krasovskii functionals are often in the form [10, 11]:

˛1 .kxt .0/k/6 V .xt /6 ˛2 .kxtka/ (11)

PV .xt /6 �˛3 .kxtka/C 	 , (12)
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where k�ka denotes a norm on the space Cn,� , and ˛1,˛2,˛3 are K1 functions (or ˛3 is a K
function). By eliminating kxtka in Equation (12), we can obtain

PV .xt /6 �
�
˛3 ı ˛

�1
2

�
.V .xt //C 	 . (13)

By employing equation (13), ISS or the property of uniformly ultimate boundedness can be
obtained. However, the Lyapunov–Krasovskii functional with the properties (2) and (3) is in the
form

˛1 .kxt .0/k/6 V .xt /6 ˛2 .kxtka/
PV .xt /6 �˛3 .kxt .0/k/C 	 , (14)

where k�ka differs from k�k that the former is defined on the space Cn,� , whereas the latter is defined
on the space Rn. There does not exist positive constants c1 and c2 such that c1 kxt .0/k 6 kxtka 6
c2 kxt .0/k. Without this, it is difficult to obtain inequality (13) only from equation (14). Conse-
quently, it is difficult to obtain ISS or the property of uniformly ultimately bounded by using existing
methods for ISS.

Remark 4
If the disturbancew or say the input is only measurable and locally essentially bounded as in [11,12]
and (1) holds almost everywhere, then Equation (3) may only hold almost everywhere, where 	
depends on kwk. It is not a sufficient condition for a (simply) continuous function to be nonincreas-
ing if the upper right-hand Dini derivative of such function is nonpositive almost everywhere [12].
The condition will be sufficient if the function is locally absolutely continuous. Taking this into
account, Pepe in [12] discussed these problems and gave sufficient conditions to check the absolute
continuity of a Lyapunov–Krasovskii functional. If the considered Lyapunov–Krasovskii functional
is locally absolutely continuous, then by the similar idea as in [11, 12], the conclusions obtained in
this paper hold almost everywhere.

4. APPLICATIONS

To demonstrate the effectiveness, the proposed method is used to improve three existing results. The
system (1) is a general perturbed time-delay system that can represent all the closed-loop systems
mentioned here. For clarity, some symbols used in the following are different from those in the
original literature.

4.1. Application 1 (more concise)

The literature [3] proposed a theorem (Theorem 1 in [3]) to investigate the uniform ultimate bound-
edness of perturbed time-delay systems. However, its proof, which is based on stability definitions,
is somewhat complicated. As a result, it might be difficult to extend this idea of the proof to the case
where V .t , xt / has a complicated form. Moreover, the convergence rate of the solutions is difficult
to obtain. Let c D 0,�1 D � , �1 D 1,N1 D 1,N 01 D N 02 D 0 in Equation (2), then the proposed
theorem can reduce to Theorem 1 in [3]. In addition, compared with Theorem 1 in [3], the proposed
theorem gives the convergence rate of the solutions.

4.2. Application 2 (more widely applicable)

Consider the time-delay system of the form [5]

Px .t/D Ax .t/CAdx .t � �/CBsat .u .t//CEf .t/ (15)

with

x .s/D � .s/ , s 2 Œ�� , 0�
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where x .t/ 2 Rn is the state, u .t/ 2 Rm is the control input, and sat W Rm ! Rm is a saturation
function. The matricesA,Ad ,B , andE are constant matrices of appropriate dimensions. The vector
f .t/ is an external disturbance vector bounded by kf .t/k6 	f .

The literature [5] proposed a controller to stabilize a class of dynamic systems subject to
time delays, external disturbances, and control saturations. For stability analysis, the Lyapunov–
Krasovskii functional in [5] is designed as

V .t , xt /D x
T .t/ P x .t/C

Z 0

��

Z 0

s

2mX
iD1

˛ix
T
t .�/ A

T
i R2Aixt .�/ d�ds

C

Z 0

��

Z 0

��Cs

xTt .�/ A
T
dR1Adxt .�/ d�ds

C

Z 0

��

Z t

tCs

f T .�/ETW1Ef .�/ d�ds (16)

where P ,R1,R2,W1 are symmetric positive-definite matrices with appropriate dimensions,
Ad ,Ai ,E are matrices with appropriate dimensions,

P2m
iD1˛i D 1 and supt2Œ0,1/ kf .t/k D 	f .

The derivative of V .t , xt / is

PV .t , xt /6 ��min .Q/ kx .t/k
2C

��ETW2E�� 	2f C � ��ETW1E�� 	2f (17)

where Q,W2 are symmetric positive-definite matrices with appropriate dimensions. On the basis of
Equations (16) and (17), it is pointed out in [5] that only the uniform boundedness of the solutions
can be guaranteed.

It is easy to verify that Equations (16) and (17) can be transformed into the forms as Equations (2)
and (3), respectively. Then by Theorem 1, we can prove the solutions are uniformly ultimately
bounded. This obtained conclusion is stronger than that obtained in [5].

4.3. Application 3 (less conservative)

Consider a class of systems with time delays and parameter uncertainties described by [8]

Px .t/D ŒAC�A.t/� x .t/C

lX
iD1

ŒAi C�Ai .t/� x .t � �i /CBu .t/Cw .t/ (18)

with

x .s/D � .s/ , s 2

	
�max

i
.�i / , 0




where x .t/ 2 Rn is the state, u .t/ 2 Rm is the control input, and w .t/ 2 Rn is a bounded
disturbance vector. The scalars �i 2 RC, i D 1, : : : , l , with l 2 N are delays of the system.
� .t/ is a continuous vector-valued initial function. A 2 Rn�n and Ai 2 Rn�n, i D 1, : : : , l , and
B 2 Rn�m are known real constant matrices. �A.t/ 2 Rn�n and �Ai .t/ 2 Rn�n, i D 1, : : : , l ,
are time-varying matrices representing uncertainties in the system parameters. It is assumed that the
right-hand side of Equation (18) is continuous and satisfies enough smoothness conditions to ensure
the existence and uniqueness of the solution through every initial condition � .t/. To make the result-
ing closed-loop system converge to a ball with a certain convergence rate uniformly exponentially,
an adaptive robust controller proposed in [8] is designed as

u .t/D
�
YP�1 � y .t/ BTP�1

�
x .t/

Py .t/D
��xT .t/ P�1B��2 � by .t/ (19)
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where b 2 RC, y .t/ 2 R, P 2 Rn�n is a symmetric positive-definite matrix, and Y 2 Rm�n is a
constant matrix. For stability analysis, the Lyapunov–Krasovskii functional in [8] is designed as

V .t , xt ,y/D x
T .t/ P�1x .t/Cky .t/k2C

lX
iD1

Z 0

��i

xTt .s/ P
�1QiP

�1xt .s/ ds (20)

where Qi , i D 1, : : : , l are symmetric positive-definite matrices with appropriate dimensions. The
derivative of V .t , xt ,y/ is

PV .t , xt ,y/6 �� kx .t/k2 �� ky .t/k2C 	 (21)

where �, 	 2 RC. Because x .t/ and y .t/ are the states of the closed-loop systems (18) and (19)
considered in [8], the closed-loop system can be represented in the form of equation (1).

� Existing method. On the basis of Equations (20) and (21), after using a transformation and
inequality techniques, the authors in [8] finally obtain���� xT .t/ yT .t/

�T ���6 bu,1C ku,1e
��u,1t (22)

where bu,1 D Œ	=
 min .kP k , 1/�1=2 (note that kP k D �min
�
P�1

�
) and ku,1,�u,1 2 RC. The

scalar 
 is the unique root to the following equation


�C 
� Q�e� Q� ��D 0 (23)

where �Dmax
���P�1�� ,

Pl
iD1

��P�1QiP
�1
�� , 1

�
and Q� Dmax16i6l .�i /. The value bu,1C
1

is the ultimate bound, where 
1 2 RC is an arbitrarily small number. It is shown that the ulti-
mate boundedness criterion in [6] is improved in [8]. However, the parameter 
 is not given
explicitly. Accordingly, bu,1 is not given explicitly.
� New method. Now, we will use Theorem 1 to give a more explicit and tighter ultimate bound.

Define ´ D
�
xT yT

�T
and V .t , ´t / D V .t , xt ,y/. Equation (20) can be transformed

into Equation (2) with �1 D min .kP k , 1/, �2 D max
���P�1�� , 1

�
, �i D

��P�1QiP
�1
�� and

N1 D l . Inequality (21) can be written as Equation (3) with �3 D �. By Theorem 1, we can
obtain

kx .t/k6 bu,2C ku,2e
��u,2t (24)

where ku,2,�u,2 2RC, bu,2 D Œ	=

0min .kP k , 1/�1=2 and 
 0 D �=�0, �0 Dmax

���P�1�� , 1
�
CPl

iD1

��P�1QiP
�1
�� �i . The value bu,2C
2 is the ultimate bound, where bu,2 is given explicitly

and 
2 2RC is an arbitrarily small number.
� Comparison. Next, the following proposition will demonstrate that bu,2 proposed in

Equation (24) is less conservative than bu,1 proposed in Equation (22), namely bu,2 C 
2 <
bu,1C 
1.

Proposition 1
bu,2 < bu,1 for all 	 2RC and all �, Q� 2RC satisfying Equation (23).

Proof
From Equation (23), we have 1=
 D �

�
1C Q�e Q��

�
=� > 0, where �,�, Q� are defined in Equation (23).

Because 
 > 0, it gives Q�e Q�� > Q� that implies 1=
 > � .1C Q�/=�. Then, by the definition of bu,1,
it follows that Œ.1C Q�/ �	=�min .kP k , 1/�1=2 < bu,1. On the other hand, by the definition of �0,
because �0 6 max

���P�1�� , 1
�
C Q�

Pl
iD1

��P�1QiP
�1
�� 6 .1C Q�/ �, where �, Q� are defined in

Equation (23), we obtain bu,2 6 Œ.1C Q�/ �	=�min .kP k , 1/�1=2. Therefore, we can conclude this
proof. �

Let 
1 D 
2, then the proposed ultimate bound bu,2 C 
2 is more explicit and tighter than the
ultimate bound bu,1C 
1 proposed in [8].
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Remark 5
bu,1 C 
1 and bu,2 C 
2 are the ultimate bound, whereas bu,1 C ku,1 and bu,2 C ku,2 are the bound.
The terms ku,1e

��u,1t and ku,2e
��u,2t will vanish as t !1. The proposed method only can prove

that the ultimate bound should be tighter than that claimed in [8] but will not change the closed-loop
system. Therefore, the numerical simulations are the same as that in [8].

5. CONCLUSIONS

A new method is proposed to determine the ultimate bounds and the convergence rates for perturbed
time-delay systems when the Lyapunov–Krasovskii functionals and their derivatives are available.
From the applications, it is clear that the proposed method is more concise, more widely applicable,
and the obtained results are less conservative compared with existing methods. It is expected that the
proposed method can be applied to more applications, for Lyapunov–Krasovskii functionals therein
can be chosen with flexibility.
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