Modeling and simulation of bow wave effect in probe and drogue aerial refueling
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Abstract In a probe and drogue aerial refueling system, the bow wave of the receiver aircraft will produce a strong aerodynamic effect on the drogue once the receiver follows the drogue at a close distance. It is a major difficulty of docking control in the probe and drogue refueling. This paper analyses the bow wave effect and presents a simple method to model it. Firstly, the inviscid flow around the receiver is modeled based on the stream function defined by basic stream singularities. Secondly, a correction function is developed to eliminate the error caused by the absence of air viscosity. Then, the aerodynamic coefficients are used to calculate the induced aerodynamic force on the drogue. The obtained model is in an analytical form that can be easily applied to the controller design and the real-time simulations. In the verification part, computational fluid dynamics (CFD) simulation tests are conducted to validate the obtained flow fields and aerodynamic forces. Finally, the modeling method is applied to an F-16 receiver aircraft in a previously developed autonomous aerial refueling simulation system. The simulations results are analyzed and compared with the NASA flight-test data, which demonstrates the effectiveness of the proposed method.
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1. Introduction

Aerial refueling has demonstrated great benefits to aviation by increasing an aircraft’s effectiveness through extending its range and endurance.1 Recently, the development of unmanned aerial vehicles (UAVs) has pioneered a new realm for the application of aerial refueling and the developments of autonomous aerial refueling (AAR) techniques for UAVs make new missions and capabilities possible, like the ability to remain on station for days or even weeks.2

Currently, there are two major types of aerial refueling in operation: probe-drogue refueling (PDR) and boom-receptacle refueling (BRR).1 and both of them play important roles in modern civil and military applications. PDR systems are considered simpler and more flexible than BRR systems, because PDR systems can be adapted to various refueling speeds and multiple receiver aircraft.4 However, the significant drawback of PDR is that the drogue is completely passive and susceptible to the aerodynamic influence from multiple aspects, including the wind effect from the tanker, the receiver and the atmospheric disturbance.5,6
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The wind effect from the receiver aircraft is generally referred to as the forebody effect\(^1\) or the bow wave effect\(^2\). As shown in Fig. 1, a strong bow wave induced by the forebody of the receiver will change the flow field that the drogue is exposed to, and the forebody flow field tends to push the drogue away when they are close to each other (within few meters). Since the drogue is more flexible than the receiver, precise control is a tough task. In manned refueling procedures, experienced pilots can accomplish the refueling mission by carefully anticipating the movement of the drogue. However, it is still difficult for unmanned aerial refueling. NASA performed the first unmanned aerial refueling test in 2006, where only two out of six capture attempts succeed due to “the drogue is pushed upward by the forebody flow field of the receiver”\(^2\) and they named it the “forebody effect”\(^2\).

So far, the wind effects from the tanker and atmospheric disturbance have already been well studied as presented in Ref.\(^8\), but the bow wave effect has yet received very little attention. NASA performed flight tests to find ways to estimate the range of the bow wave effect in Ref.\(^9\). In recent years, numerical models\(^10,11\) were developed based on the look-up tables obtained by computational fluid dynamics (CFD) simulations. In 2014, a CFD-simulation analysis was carried out by Khan and Masud\(^12\) to find the optimal initial location of the refueling basket such that the forebody flow field has minimal aerodynamic effects on the drogue. However, the procedures to obtain data by CFD simulations are very complex and highly time-consuming. Moreover, the numerical models are inconvenient for the controller design. In Ref.\(^13\), an analytical model based on the stream function was developed for BRR, but the model is only available to the specific aircraft and it is not suitable for PDR.

In this paper, a method to model the bow wave effect in PDR is developed. Firstly, the inviscid flow around the receiver is modeled based on the stream function defined by basic stream singularities. Secondly, a correction function is developed to eliminate the error caused by the absence of air viscosity. Then, the aerodynamic coefficients are used to calculate the induced aerodynamic force on the drogue. Finally, the obtained aerodynamic force is incorporated into a hose-drogue dynamic model to simulate the drogue movement under the bow wave effect. The contributions of this paper are as follows: (1) a simple and analytical model of the bow wave effect for PDR is proposed for the first time, which is easily applied to the controller design and the real-time simulations; (2) the proposed method is flexible, which is applicable to different refueling conditions, such as different altitudes, speeds, or different types of drogues.

The paper is organized as follows. Section 2 gives a comprehensive mathematical analysis of the bow wave effect. Section 3 describes the procedures to obtain the forebody flow field of the receiver. Section 4 introduces the method to obtain the aerodynamic force of the drogue under the effect of the induced flow field. To validate the proposed method, comparisons with the results from the CFD simulation and the NASA flight test are made in Section 5, which indicates that the modeling method is effective and practical. Finally, Section 6 presents the conclusions and future work.

2. Problem formulation

2.1. Frames and notations

The overview diagram of the PDR system is presented in Fig. 2. There are two major frames used in this paper: the tanker wind reference frame \(T_W\) \((O_{T_W}x_{T_W}y_{T_W}z_{T_W})\) and the receiver nose frame \(R\) \((O_Rx_Ry_Rz_R)\), where \(O_R\) is the origin of frame \(T_W\) which is fixed to the conjunctive point between the tanker body and the hose, and the direction of \(O_{T_W}x_{T_W}\) is aligned with the wind frame of the tanker which is also parallel to the free stream velocity \(V_{\infty}\) \((V_{\infty}\) is equal and opposite to the tanker airspeed \(V_T\)). The origin of \(R\) is fixed to the tip of the receiver nose, and the axes of \(R\) are aligned with \(T_W\). The ground inertial frame \(I\) \((O_Ix_Iy_IZ_I)\) is a north-east-down (NED) system and \(R\) \((O_Rx_Ry_Rz_R)\) is defined as the body frame of the receiver aircraft whose origin is at the center of the aircraft and axes aligned with aircraft reference directions (nose-right-down).\(^{14}\) The drogue body frame \(D_B(O_By_Bz_B)\) is defined the same way as \(R\), whose origin is located at the center of the drogue and axes are aligned with the symmetric axes of the drogue (see Fig. 2). \(p_{ui}\) and \(p_{ri}\) are relative positions of drogue and probe.

Rules of defining notations for the frame description and transformation are made in this paper:

A right superscript on a vector will specify the frame that the vector is defined in:

A rotation matrix from frame \(B\) to frame \(A\) will be denoted by \(R_{A/B}\). For example, \(p_{R0}\) denotes the position of drogue \(p_{ui}\) defined in the frame \(R\), and \(R_{T_W/R0}\) denotes the rotation matrix from \(R\) to frame \(T_W\).

Two assumptions can be made for the simplification of the bow wave effect model:

Assumption 1. \(z_R, \beta_R\) are small, and let \(z_R = 0\), \(\beta_R = 0\).

Assumption 2. \(R_{T_W/D_B} = R_{T_W/R0} = R_{T_W/R0} = I_3\).

Remark 1. Considering that the angle of attack of the receiver \(z_R\) is generally small \((0 < z_R < 10)\) during the capture stage, and only a small region around the forebody of the receiver aircraft (with length about 2 m from the tip) is concerned, the existence of \(z_R\) will have insignificant effect on the calculation of the induced velocity field. So, it is reasonable to assume that the angle of attack of the receiver \(z_R = 0\). For the same reason, the angle of sideslip of the receiver \(\beta_R\) is assumed to be zero. Under Assumption 1, the body frame and wind frame of the receiver will have the same direction, and then the complex steps for coordinate transformations can be omitted.
Remark 2. Obviously, according to the definitions of $T_w$ and $R_N$, it obtains that $R_T / R_N = I_1$. Then according to Assumption 1, $R_T / R_N = I_3$. In addition, the strong air-drag produced by the high speed wind will keep the drogue axis parallel to the direction of the free stream, which indicates $R_T / R_N = I_3$.

Remark 3. The obtained bow wave flow field will eventually be superposed with other flow fields like the atmospheric disturbance which is a high uncertainty model. As one part of the random perturbation model for the PDR system, the bow wave effect model is not required to pursue high precision but required to be simple and efficient with acceptable level of precision (magnitude and tendency).

Under Assumption 2, a vector will have the same value in $T_w$, $R_N$ and $D_B$, such as $\mathbf{w}_T^{\text{dr}} = \mathbf{w}_N^{\text{dr}} = \mathbf{w}_B^{\text{dr}}$. In this paper, the superscripts of $\mathbf{w}_T, \mathbf{w}_N$ and $\mathbf{w}_B$ are omitted, and $\mathbf{w}_\text{dr}$ is used to express all of them for convenience.

The default unit of force in this paper is Newton, and the default unit of distance is meter. There is an exception that the unit in Fig. 18 has been transformed into feet to correspond with the NASA flight-test data.

2.2. Bow wave effect

When the receiver aircraft approaches the drogue, the bow wave of the forebody will change the flow field that the drogue is exposed to. The change of flow field induces an additional wave of the forebody will change the flow field around the drogue. For simplicity, this paper mainly concentrates on modeling the forebody flow field $\mathbf{w}_\text{forebody}$ of the receiver, and provides some clues to $\mathbf{w}_\text{wings}$ and $\mathbf{w}_\text{probe}$.

According to Ref. 2, the aerodynamic force on the drogue is directly dependent on the relative velocity $\mathbf{w}_\text{rel} \in \mathbb{R}^3$ of the surrounding air, where $\mathbf{w}_\text{rel}$ can be obtained by

$$\mathbf{w}_\text{rel} = \mathbf{w}_\infty + \mathbf{w}_\text{tanker} + \mathbf{w}_\text{atm} + \mathbf{w}_\text{bow} \tag{2}$$

where $\mathbf{w}_\infty \in \mathbb{R}^3, \mathbf{w}_\text{wings} \in \mathbb{R}^3$ and $\mathbf{w}_\text{probe} \in \mathbb{R}^3$ denote the flow field produced by the forebody, airfoils and probe respectively, and $\mathbf{w}_\text{other} \in \mathbb{R}^3$ denotes the flow field from other factors. Since the flow field attenuates rapidly with increasing distance from the drogue, generally only the forebody has the significant effect on the drogue. While for some aircraft with canard wing configuration, the flow field from the canard wings cannot be ignored. For some aircraft with special configurations, the air inlet or the propeller may also have an effect on the drogue. For simplicity, this paper mainly concentrates on modeling the forebody flow field $\mathbf{w}_\text{forebody}$ of the receiver, and provides some clues to $\mathbf{w}_\text{wings}$ and $\mathbf{w}_\text{probe}$.

In order to obtain $\Delta F_d$, the velocity vector $\mathbf{w}_\text{bow} \in \mathbb{R}^3$ of the induced flow field around the receiver has to be determined first. However the flow field around the receiver is not easy to be determined. As illustrated in Fig. 3, the shape of the receiver aircraft is complex, and the induced flow field may come from many parts of the receiver, such as the forebody, wings, and probe. Thus, $\mathbf{w}_\text{bow}$ can be determined based on the principle of flow field superimposition, as

$$\mathbf{w}_\text{bow} = \mathbf{w}_\text{forebody} + \mathbf{w}_\text{wings} + \mathbf{w}_\text{probe} + \mathbf{w}_\text{other} \tag{1}$$

where $\mathbf{w}_\text{forebody} \in \mathbb{R}^3, \mathbf{w}_\text{wings} \in \mathbb{R}^3$ and $\mathbf{w}_\text{probe} \in \mathbb{R}^3$ denote the flow field produced by the forebody, airfoils and probe respectively, and $\mathbf{w}_\text{other} \in \mathbb{R}^3$ denotes the flow field from other factors. Since the flow field attenuates rapidly with increasing distance from the drogue, generally only the forebody has the significant effect on the drogue. While for some aircraft with canard wing configuration, the flow field from the canard wings cannot be ignored. For some aircraft with special configurations, the air inlet or the propeller may also have an effect on the drogue. For simplicity, this paper mainly concentrates on modeling the forebody flow field $\mathbf{w}_\text{forebody}$ of the receiver, and provides some clues to $\mathbf{w}_\text{wings}$ and $\mathbf{w}_\text{probe}$.

In order to obtain $\Delta F_d$, the velocity vector $\mathbf{w}_\text{bow} \in \mathbb{R}^3$ of the induced flow field around the receiver has to be determined first. However the flow field around the receiver is not easy to be determined. As illustrated in Fig. 3, the shape of the receiver aircraft is complex, and the induced flow field may come from many parts of the receiver, such as the forebody, wings, and probe. Thus, $\mathbf{w}_\text{bow}$ can be determined based on the principle of flow field superimposition, as

$$\mathbf{w}_\text{bow} = \mathbf{w}_\text{forebody} + \mathbf{w}_\text{wings} + \mathbf{w}_\text{probe} + \mathbf{w}_\text{other} \tag{1}$$

where $\mathbf{w}_\text{forebody} \in \mathbb{R}^3, \mathbf{w}_\text{wings} \in \mathbb{R}^3$ and $\mathbf{w}_\text{probe} \in \mathbb{R}^3$ denote the flow field produced by the forebody, airfoils and probe respectively, and $\mathbf{w}_\text{other} \in \mathbb{R}^3$ denotes the flow field from other factors. Since the flow field attenuates rapidly with increasing distance from the drogue, generally only the forebody has the significant effect on the drogue. While for some aircraft with canard wing configuration, the flow field from the canard wings cannot be ignored. For some aircraft with special configurations, the air inlet or the propeller may also have an effect on the drogue. For simplicity, this paper mainly concentrates on modeling the forebody flow field $\mathbf{w}_\text{forebody}$ of the receiver, and provides some clues to $\mathbf{w}_\text{wings}$ and $\mathbf{w}_\text{probe}$.

In order to obtain $\Delta F_d$, the velocity vector $\mathbf{w}_\text{bow} \in \mathbb{R}^3$ of the induced flow field around the receiver has to be determined first. However the flow field around the receiver is not easy to be determined. As illustrated in Fig. 3, the shape of the receiver aircraft is complex, and the induced flow field may come from many parts of the receiver, such as the forebody, wings, and probe. Thus, $\mathbf{w}_\text{bow}$ can be determined based on the principle of flow field superimposition, as

$$\mathbf{w}_\text{bow} = \mathbf{w}_\text{forebody} + \mathbf{w}_\text{wings} + \mathbf{w}_\text{probe} + \mathbf{w}_\text{other} \tag{1}$$

where $\mathbf{w}_\text{forebody} \in \mathbb{R}^3, \mathbf{w}_\text{wings} \in \mathbb{R}^3$ and $\mathbf{w}_\text{probe} \in \mathbb{R}^3$ denote the flow field produced by the forebody, airfoils and probe respectively, and $\mathbf{w}_\text{other} \in \mathbb{R}^3$ denotes the flow field from other factors. Since the flow field attenuates rapidly with increasing distance from the drogue, generally only the forebody has the significant effect on the drogue. While for some aircraft with canard wing configuration, the flow field from the canard wings cannot be ignored. For some aircraft with special configurations, the air inlet or the propeller may also have an effect on the drogue. For simplicity, this paper mainly concentrates on modeling the forebody flow field $\mathbf{w}_\text{forebody}$ of the receiver, and provides some clues to $\mathbf{w}_\text{wings}$ and $\mathbf{w}_\text{probe}$.
the drogue is the difference between the aerodynamic force with wind disturbances and without wind disturbances, that is
\[ \Delta F_{dr} = f_{dr}(V_\infty, \rho_\infty, w_{dr}) - f_{dr}(V_\infty, \rho_\infty, w_{w}) \]

Finally, according to Ref.\(^{16}\), the hose-drogue dynamic model can be formulated in the nonlinear form as
\[
\begin{aligned}
\dot{x}_d &= f_3(x_d, x_t, w_w, \Delta F_{dt}) \\
\dot{p}_{dt}^w &= g_{dt}(x_d)
\end{aligned}
\]

where \( x_d \) denotes the hose-drogue state vector, \( x_t \) the tanker state, \( w_w \) the wind effects on the hose, \( f_3 \) the nonlinear dynamic function vector of the hose; \( g_{dt} \) the nonlinear output function vector and \( p_{dt}^w \) the drogue position vector in \( T_w \). Since \( R_{Tw/\infty} = I_t \) by Assumption 2, the drogue position \( p_{dr}^{R_t} \) can be obtained by
\[
\begin{aligned}
p_{dr}^{R_t} &= p_{dt}^w - R_{Wt} + p_{pr}^t \\
p_{dt}^w &= p_{dt}^w + \Delta F_{dt}
\end{aligned}
\]

where \( p_{dt}^w \) is the probe position vector expressed in \( T_w \), and \( p_{pr}^t \) is a constant offset vector denoting the installation location of the probe on the receiver aircraft. The probe position \( p_{pr}^t \) is calculated from the dynamic equations of the receiver.\(^{17}\)

In summary, the bow wave effect model for the hose-drogue dynamic can be expressed as
\[
\begin{aligned}
p_{dt}^w &= w_{tanker} - w_{atm} \\
p_{dt}^w &\Downarrow \text{Eq.}(5) \Rightarrow \Delta F_{dt} \Leftarrow \text{Eq.}(4) \Leftarrow f_{dr} \\
p_{dr}^{R_t} &\Downarrow \text{Eq.}(6) \Rightarrow w_{ref} \Leftarrow \text{Eq.}(2) \Rightarrow w_{w} \\
p_{dt}^w &\downarrow \text{Eq.}(1) \Rightarrow w_{bow} \Leftarrow \text{Eq.}(1)
\end{aligned}
\]

Note that, there are two key techniques among the procedures: (1) the method to obtain the bow wave velocity vector \( w_{bow} \), which will be introduced in detail in Section 3; (2) the method to obtain the induced aerodynamic force vector \( \Delta F_{dr} \), which will be presented in Section 4.

3. Flow field modeling

In this section, methods to obtain the flow field around the receiver are studied. To reduce the amount of calculation, the 2-D inviscid flow is studied first in Section 3.1. Then, to make the method more practical, a correction function is developed to eliminate the error caused by the absence of air viscosity in Section 3.2. By following this, the method to transform the flow field from 2-D to 3-D is presented in Section 3.3.

Finally, the total induced flow field \( w_{bow} \) is obtained by superposing flow fields from all parts of the receiver in Section 3.4.

3.1. 2-D inviscid flow field

As shown in Fig. 3, the forebody of a receiver can generally be divided into two simple objects: the nose and the cockpit. To model the flow field for them, a stream function from inviscid flow\(^{18}\) is defined. This stream function can be applied to both the nose and the cockpit of the receiver.

3.1.1. Stream function

In order to obtain the stream function for a nose, a line doublet on \( x \)-axis is used as depicted in Fig. 4. Since the drogue is generally moving within a limited region during the capture stage, to reduce the calculation, a modeling region is defined as the dotted box in Fig. 4. According to Ref.\(^{18}\), the stream function for the line doublet can be formulated as
\[
\psi(x,y) = V_\infty y - V_\infty y \int_{x_k}^{x_1} \frac{f_m(s)}{(x-x_s)^2 + y^2} ds
\]

where \([x_k, x_0]\) is the range of the line doublet distribution, and \( f_m(s) \) the doublet strength distribution function. In applications, \( x_k \) and \( x_0 \) should be selected first, then \( f_m(s) \) is obtained through solving the boundary condition. Generally, \( x_k \geq 0 \), and \( x_k \geq 1.5l \), where \( l \) is the length of the nose in the modeling region (see Fig. 4).

3.1.2. Boundary condition

The boundary condition is a constraint for streamline. It defines a solid boundary that no streamline can cross it. In Fig. 4, the boundary curve is chosen as the upper surface of the nose \( OA \), and the boundary condition is written as
\[
\psi(x_c, y_c) \in OA \Rightarrow \psi(x_c, y_c) = 0
\]

which means that \( \psi = 0 \) for each point on boundary line \( OA \). Along with Eq. (7), and assuming that \( y_c \neq 0 \), the boundary condition is simplified as
\[
\int_{x_k}^{x_1} \frac{f_m(s)}{(x-x_s)^2 + y_c^2} ds = 1
\]

Thus after solving Eq. (9), \( f_m(s) \) can be obtained. Then the stream function \( \psi(x,y) \) is determined according to Eq. (7).
3.1.3. Numerical solution

In order to obtain \( f_m(x) \), the numerical solution method is used. As shown in Fig. 5, \( n \) points \( P_i(x_i, y_i) \) \((i = 1, 2, \ldots, n)\), on \( OA \) are taken, and \( m \) equal sections \((n > m)\) are divided at the interval \([x_a, x_b] \) of the line doublet. Then, Eq. (9) can be rewritten in the numerical form as

\[
\sum_{i=1}^{m} f_m(s_i)\Delta s = 1 \quad i = 1, 2, \ldots, n \tag{10}
\]

where

\[
\Delta s = \frac{x_b - x_a}{m}, \quad s_j = x_a + j \Delta s
\]

\[
A_j = \frac{\Delta s}{(x_{a+j} - s_j)^2 + y_{a+j}^2}
\]

Eq. (10) can be rewritten as

\[
\sum_{j=1}^{m} A_j f_m(s_j) = 1 \quad i = 1, 2, \ldots, n \tag{13}
\]

or the matrix form

\[
\begin{bmatrix}
  f_m(s_1) \\
  f_m(s_2) \\
  \vdots \\
  f_m(s_m)
\end{bmatrix}
= I_{m \times 1}
\tag{14}
\]

where \( A = (A_j)_{m \times m} \). Thus, the least square solution can be applied to Eq. (14) to obtaining the function values \( f_m(s_1), f_m(s_2), \ldots, f_m(s_m) \). As a by-product, a numerical stream function that can be used for the flow field modeling is available, as

\[
\psi(x, y) = V_{\infty} y - V_{\infty} \sum_{i=1}^{m} f_m(s_i)\Delta s
\tag{15}
\]

The numerical stream function in Eq. (15) is easy to implement in practice, and can provide high precision with \( m \) big enough. But it is not applicable for theoretical analysis and high precision generally implies huge computational cost. So, an analytical solution for \( f_m(s) \) is necessary.

3.1.4. Analytical solution

Once \( f_m(s_1), f_m(s_2), \ldots, f_m(s_m) \) are obtained through Eq. (7), the analytical solution to \( f_m(s) \) can also be obtained through the polynomial fitting method. For instance, when the precision requirement is not strict, the 1st order polynomial function as

\[
f_m(s) = m_0 + m_1 s
\tag{16}
\]

is enough, where \( m_0 \) and \( m_1 \) can be determined by the polynomial fitting method with the obtained function values \( f_m(s_1), f_m(s_2), \ldots, f_m(s_m) \). Then, substituting Eq. (16) into Eq. (7), the analytical expression for \( \psi(x, y) \) is obtained as

\[
\psi(x, y) = V_{\infty} y - V_{\infty} \int_{s_1}^{s_m} \frac{(m_0 + m_1 x) y}{(x - s)^2 + y^2} ds
\]

\[
= V_{\infty} y - V_{\infty} (m_0 + m_1 x) \left[ \tan^{-1} \left( \frac{x_b - x}{y} \right) - \tan^{-1} \left( \frac{x_a - x}{y} \right) \right] - 0.5 m V_{\infty} y \left[ \ln \left( \frac{(x_b - x)^2}{y^2} + 1 \right) - \ln \left( \frac{(x_a - x)^2}{y^2} + 1 \right) \right]
\tag{17}
\]

This analytical stream function is more suitable for theoretical analysis and nonlinear controller design. But when the shape of the receiver aircraft is complex, the 1st-order polynomial function as Eq. (16) maybe not enough and a higher-order polynomial function is required. With the increase of order, the obtained analytical stream function as Eq. (17) will become very complicated. So, in the practical application, there is always a trade-off between simplification and accuracy.

Remark 4. Another feasible method to find the solution to \( f_m(x) \) in Eq. (9) is the trial and error method. Let \( f_m(x) \) take a specific function form. Then adjust the parameters of \( f_m(x) \) over and over until the boundary condition in Eq. (9) is satisfied. Generally, an approximate solution can be obtained with a few attempts.

Remark 5. The line doublet is very suitable for modeling the 3-D flow field around the body of revolution such as the nose, cockpit, and the body of an aircraft. It is not very effective to modeling the flow field for the extruded body such as wings. Since the theory for flow field of the wing is mature and widely used (the lift force calculation, the tanker vortex flow field and the analysis of the propeller, etc.), its modeling method is only briefly introduced later in this paper.

3.1.5. Streamline simulations

Simulations for Fig. 5 are carried out to validate the proposed streamline method. In these simulations, the interval of the line doublet is chosen as \( x_a = 0.1, x_b = 2.5 \), and the number of points on the boundary curve is \( n = 30 \). The simulation results are presented in Fig. 6, where Fig. 6 (a) presents the...
streamlines calculated by the numerical stream function in Eq. (15) with $m = 9$, and Fig. 6(b) with $m = 20$. Fig. 6(c) presents the streamlines calculated by the simplified analytical stream function in Eq. (7) with $m_0 = 0.03$ and $m_1 = 0.09$.

It can be observed that: (1) under the effect of line doublet, the horizontal streamlines are forced to flow around the boundary as expected, which demonstrates the effectiveness of the proposed flow field modeling method; (2) the numerical stream function in Eq. (15) can achieve sufficient smoothness of the streamlines with $m$ big enough (in this case $m \geq 20$); (3) the simplified analytical stream function in Eq. (7) can achieve a similar modeling effect as the numerical function in Eq. (15) but with far less computation.

### 3.1.6. 2-D velocity vector

Once the stream function $\psi(x, y)$ is obtained, the total wind vector can be obtained through partial differential equations,

$$v_x(x, y) = \frac{\partial \psi(x, y)}{\partial y}, \quad v_y(x, y) = -\frac{\partial \psi(x, y)}{\partial x}$$

where $v_x$ and $v_y$ are the velocity components. Note that $v_x$ contains the induced velocity and the free stream velocity $V_\infty$, so the induced velocity from the receiver aircraft is obtained as

$$u_p = v_x - V_\infty, \quad u_w = v_y$$

Along with Eq. (7), it obtains that

$$u_p(x, y) = -V_\infty \int_{s_1}^{s_2} \frac{\psi(s) (x - x_0)^2 + (y - y_0)^2}{[x - x_0]^2 + [y - y_0]^2} ds$$

$$u_w(x, y) = -V_\infty \int_{s_1}^{s_2} \frac{\psi(s) (y - y_0)}{[x - x_0]^2 + [y - y_0]^2} ds$$

Note that: (1) the function $f_m(s)$ is independent of $V_\infty$, which means Eq. (20) can be applied to any refueling speed scenarios by changing the parameter $V_\infty$; (2) the function $f_m(s)$ only depends on the shape of the forebody, which means Eq. (20) is applicable to different receiver aircraft by changing $f_m(s)$ to the appropriate form.

**Remark 6.** When the shape of the receiver aircraft is complex, the obtained $f_m(s)$ will be complicated. As a consequence, the analytical integral solution for Eq. (20) may be too complicated. If so, one should do some simplifications for $f_m(s)$ or use the numerical form instead of simulations.

### 3.2. Correction function

The method mentioned above is based on the assumption that the air is inviscid. Since the absence of viscosity and friction will cause error to the actual flow field, an appropriate correction for the obtained velocity vector $[u_p(x, y), u_w(x, y)]$ is quite necessary. According to the CFD results in Ref. 7, the induced velocity decays with the increase of distance to the boundary. Thus, the correction function can be formulated as

$$\begin{bmatrix} u_p(x, y) \\ u_w(x, y) \end{bmatrix} = \begin{bmatrix} u_p(x, y) \\ u_w(x, y) \end{bmatrix} \cdot f_c(r_a(x, y))$$

where $f_c(r)$ is the correction function, and $r_a(x, y)$ is a distance function denoting the distance from a point with coordinates $(x, y)$ to the boundary line.

The traditional method to obtain the distance from a point to a curve is very complicated. Because of this, a simple and feasible distance function is developed, shown as

$$r_a(x, y) = \frac{[\psi(x, y)]}{V_\infty} x \geq 0 m$$

$$r_a(x, y) = \frac{\sqrt{[\psi(x, y)]^2 + (V_\infty x)^2}}{V_\infty} x < 0 m$$

The contours plot for $r_a(x, y)$ in Eq. (22) is depicted in Fig. 7. The results demonstrate that Eq. (22) works well in measuring the distance from a point to the boundary. More importantly, this function makes the full use of the previous calculation result $\psi(x, y)$ from Eq. (7), which is easy to implement in simulations.

The correction function $f_c(r)$ is a monotonically decreasing function depending on many factors, such as the air viscosity, air density, and roughness of the forebody surface. The accurate expression of $f_c(r)$ may be very complicated. Thus, a simple approximate function is developed based on the CFD-simulation data, as

$$f_c(r_a(x, y)) = e^{-k_0 r_a(x, y)}$$

where $k_0$ is the attenuation coefficient. According to the CFD-simulation tests, $k_0$ can be approximated by $k_0 \approx 1$. For higher precision requirements, the exact value of $k_0$ should be...
determined according to the results from CFD simulations or wind-tunnel tests.

Remark 7. Since $\bar{u}_b$ and $\bar{u}_n$ may have different decay rates, the correction function in Eq. (21) can be further modified as

$$\begin{bmatrix} \bar{u}_b(x,y) \\ \bar{u}_n(x,y) \end{bmatrix} = \begin{bmatrix} u_b(x,y)e^{-k_{u_b}a(x,y)} \\ u_n(x,y)e^{-k_{u_n}a(x,y)} \end{bmatrix}$$

where $k_{u_b}$ and $k_{u_n}$ are the attenuation coefficients for $u_b$ and $u_n$, respectively.

3.3. 3-D velocity vector

As shown in Fig. 8, for a body of revolution, the 3-D velocity vector is easy to be obtained according to the symmetry. Given a point $P$ with coordinates $(x, y, z)$ in frame $R_N$, the radial plane is defined as the plane $OO'P$ in Fig. 8, where the coordinates $(x_p, y_p)$ for $P$ are defined as

$$\begin{cases} x_p = -x \\ y_p = \sqrt{y^2 + z^2} \end{cases}$$

By substituting $(x_p, y_p)$ into Eq. (20) and Eq. (21), the 2-D corrected velocity vector $[\bar{u}_b, \bar{u}_n]^T$ can be obtained. After that, the 3-D velocity vector $w = [v_x, v_y, v_z]^T$ is obtained by decomposing $\bar{u}_b$ and $\bar{u}_n$ along $x$, $y$ and $z$ axis of $R_N$ as

$$\begin{cases} v_x = -\bar{u}_b(x_p, y_p) \\ v_y = \bar{u}_n(x_p, y_p) \\ v_z = \bar{u}_n(x_p, y_p) \end{cases}$$

The above method is applicable to a body of revolution whose cross section is a circle. While for many receiver aircraft like F-16, the cross section of the nose is more like an ellipse. Thus, the scale transformation should be applied first to transform it into a body of revolution.

The scale transformation is presented in Fig. 9, as

$$x' = x, \quad y' = \frac{a}{b}y, \quad z' = z$$

where $a$ and $b$ are the radii along $z$ and $y$ directions. Then substituting the transformed coordinates $(x', y', z')$ into Eq. (25) and Eq. (26), a velocity vector $\mathbf{w'} = [v'_x, v'_y, v'_z]^T$ is obtained. After that, the scale transformation is applied again to transforming $\mathbf{w'}$ back to the original scale, as

$$v_x = \frac{a}{b}v'_x, \quad v_y = \frac{b}{a}v'_y, \quad v_z = v'_z$$

Thus, the 3-D velocity vector is obtained as $w = [v_x, v_y, v_z]^T$.

3.4. Flow field superposition

By arranging the line doublet for the nose and the cockpit (see Fig. 10) and finishing the procedures mentioned above, the 3-D induced velocity vector for the nose $\mathbf{w}_{\text{nose}}$ and the cockpit $\mathbf{w}_{\text{cockpit}}$ can be obtained respectively. Then the total velocity vector $\mathbf{w}_{\text{forebody}}$ for the forebody flow field is expressed as

$$\mathbf{w}_{\text{forebody}} = \mathbf{w}_{\text{nose}} + \mathbf{w}_{\text{cockpit}}$$

Since the effects of airfoils and probe can be neglected, the bow wave field can be approximated as $\mathbf{w}_{\text{nose}} \approx \mathbf{w}_{\text{forebody}}$.

Note that the procedures to obtain 3-D velocity field of extruded body like wings are slightly different from those of body of revolution. Its procedures are more simple and mature, and readers can refer to Refs. 3,13,18. For the effect of the probe, it can be simplified as a slender tube which can be modeled with a point source and sink according to Ref. 18 as presented in Fig. 11(b). Then, the total wind effect from the receiver aircraft can be obtained through Eq. (1).

4. Aerodynamic force on drogue

Since the flow field around the forebody of the receiver is nonuniform, there may exist significant wind gradient around the drogue. A method presented in Ref. 13 is available to approximate the nonuniform wind with a uniform wind component and a uniform wind gradient component as depicted in Fig. 12.
Considering that the drogue volume is small, the wind gradient can be ignored. Then the nonuniform velocity field around the drogue can be approximated by an average uniform wind. In order to obtain the average wind velocity vector \( \mathbf{w}_{\text{bow}} \), \( n \) points on the drogue are selected with position vectors \( \mathbf{p}_{\text{R}} \). Then, the average method is applied as

\[
\mathbf{w}_{\text{bow}} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{w}_{\text{bow}}(\mathbf{p}_{\text{R}})
\]

(30)

where \( \mathbf{w}_{\text{bow}}(\mathbf{p}_{\text{R}}) \) is the velocity vector at position \( \mathbf{p}_{\text{R}} \), and \( \mathbf{w}_{\text{bow}} \) is the obtained average velocity vector at the center position of the drogue.

According to Eq. (2), the relative velocity \( \mathbf{w}_{\text{rel}} \) of the surrounding air under the bow wave effect can be expressed as

\[
\mathbf{w}_{\text{rel}} = \mathbf{w}_\infty + \mathbf{w}_{\text{bow}}
\]

(31)

Let \( \mathbf{w}_{\text{rel}} = [v_x, v_y, v_z]^T \); the drogue airspeed \( V_{dr} \), incidence \( \alpha \) and sideslip angle \( \beta \) are defined as

\[
\begin{align*}
V_{dr} &= \sqrt{v_x^2 + v_y^2 + v_z^2} \\
\alpha &= \tan^{-1}\left(\frac{v_y}{v_x}\right) \\
\beta &= \sin^{-1}\left(\frac{v_z}{V_{dr}}\right)
\end{align*}
\]

(32)

Then, the aerodynamic force on the drogue can be determined by the aerodynamic coefficients of the drogue. According to the CFD-simulation results, the aerodynamic coefficients are simplified into the following forms

\[
\begin{align*}
C_x(\alpha, \beta) &= C_{x_0} + C_{x_1} \alpha^2 + C_{x_2} \beta^2 \\
C_y(\beta) &= C_{y_1} \beta \\
C_z(\alpha) &= C_{z_0} \alpha
\end{align*}
\]

(33)

where \( C_{x_0}, C_{x_1}, C_{x_2}, C_{y_1}, C_{z_0} \) and \( C_{z_1} \) are drogue coefficients. By combining Eq. (3) and Eq. (33), the total aerodynamic force vector \( \mathbf{F}_{dr} \) is obtained as

\[
\mathbf{F}_{dr}(\mathbf{w}_{\text{rel}}) = f_\alpha(V_\infty, \rho_\infty, \mathbf{w}_{\text{rel}})
\]

\[
= 0.5 \rho_\infty V_{dr}^2 S_{dr} \begin{bmatrix} C_x(\alpha, \beta) \\ C_y(\beta) \\ C_z(\alpha) \end{bmatrix}
\]

(34)

where \( S_{dr} \) is the drogue reference area. Meanwhile, by letting \( \mathbf{w}_{\text{rel}} = \mathbf{w}_\infty \) in Eq. (34), the original aerodynamic force can be obtained by

\[
\mathbf{F}_{dr_0} = f_\alpha(V_\infty, \rho_\infty, \mathbf{w}_\infty) = 0.5 \rho_\infty V_\infty^2 S_{dr} [C_{x_0}, 0, 0]^T
\]

(35)
Along with Eq. (4), the induced aerodynamic force $\Delta F_{dr}$ is finally obtained, as

$$\Delta F_{dr} = \begin{bmatrix} \Delta F_x \\ \Delta F_y \\ \Delta F_z \end{bmatrix} = F_{dr}(\mathbf{w}_{rel}) - F_{dnn}$$

$$= 0.5\rho_\infty V_z^2 S_{dr} \begin{bmatrix} C_x(\gamma, \beta) \\ C_y(\beta) \\ C_z(\gamma) \end{bmatrix} - 0.5\rho_\infty V_e^2 S_{dr} \begin{bmatrix} C_x \\ 0 \\ 0 \end{bmatrix}$$

(36)

where $\Delta F_x$, $\Delta F_y$, and $\Delta F_z$ are the components of $\Delta F_{dr}$. In summary, the key procedures for obtaining $\Delta F_{dr}$ are

$$\mathbf{p}_{dr} \xrightarrow{\text{Eq. (30)}} \mathbf{w}_{bow} \xrightarrow{\text{Eq. (31)}} \mathbf{w}_{rel} \xrightarrow{\text{Eq. (32)}} V_{dr}, \gamma, \beta \xrightarrow{\text{Eq. (33)}} C_X, C_Y, C_Z \xrightarrow{\text{Eq. (36)}} \Delta F_{dr}$$

Remark 9. The aerodynamic coefficients in Eq. (33) can be obtained by the wind-tunnel tests or the CFD-simulation tests. The measuring procedures are the same as those widely used in aircraft modeling. By changing the aerodynamic coefficients, the bow wave effect model can be easily applied to different drogues.

Remark 10. If the accuracy requirement is not strict, in order to reduce the computation, Eq. (30) can be simplified with $n = 1$, as

$$\mathbf{w}'_{bow} \approx \mathbf{w}_{bow}(\mathbf{p}_{dr}^{0n})$$

(37)

where $\mathbf{p}_{dr}^{0n}$ is the position vector of the drogue center.

5. Simulation results and comparison

In this section, the proposed method is applied to an F-16 receiver aircraft. Simulations and comparisons are conducted to validate the obtained bow wave effect model. Section 5.1 describes the refueling simulation configurations, and presents some analytical results from the CFD simulation. In Section 5.2 and Section 5.3, the obtained flow field and aerodynamic forces are compared with the results from CFD simulation, where the observations demonstrate the effectiveness of the proposed modeling method. In Section 5.4, the bow wave effect model is incorporated into an AAR simulation system. The results coincide with the NASA flight-test data.

5.1. Simulation configurations

The simulation parameters used in this paper are illustrated in Table 1, which include the refueling conditions, the physical parameters, and the aerodynamic coefficients. Fig. 13 presents the shape and size information of the receiver aircraft and the drogue, which is used in both the proposed model and the CFD simulations. Note that the aerodynamic coefficients of the drogue are obtained through the CFD simulation tests as presented in Ref. 15.

In order to validate the effect of the proposed modeling method, a generic receiver aircraft forebody similar to that of F-16 aircraft is used along with a simplified drogue. The CFD analyses are carried out with the widely used commercial software package GAMBIT/FLUENT whose detailed configuration can be found in Ref. 15. The 3-D geometric models of the receiver and the drogue are built in GAMBIT as illustrated in Fig. 13. After the grids formed, the fluid analysis is performed with FLUENT, where the effects of turbulence are modeled using the k-epsilon standard turbulence model. For CFD simulation, a cuboid region whose far field is kept about 4 times the forebody length is chosen as the computational domain. To achieve adequate precision, the cells near the drogue are high-density with length about 0.01 m, and the total cells are about 2.6 million. A lot of aerodynamic force data of the drogue at different locations around the receiver forebody are obtained by the FLUENT computation, where the force convergence error is within $\pm 5$ N.

Fig. 14(a) shows the path lines around the receiver forebody. Owing to the basket shape of the drogue, the streamlines can flow through the drogue without changing much direction, which indicates that it is reasonable to obtain the aerodynamic force through the flow field. The contours plot of velocity magnitude with FLUENT simulation is illustrated in Fig. 14(b). The result shows that the bow wave only changes the flow field in few meters around the forebody, which is in good agreement with NASA report. Since the bow wave can affect only a limited range, it can be minimized by extending the probe few meters before the nose as applied on the Global Hawk air vehicles. But a long probe may induce other problems like flutter and is easy to damage. Thus, the best way to overcome the bow wave effect is to improve the capacity of the controller, where an effective bow wave model is quite necessary.

Remark 11. To prove that the assumptions made in Assumptions 1 and 2 are rational, a series of CFD simulations is performed with the FLUENT. In these simulations, the angles of attacks of the forebody change from $-5^\circ$ to $95^\circ$, and parts of the $\gamma$ direction velocity field results are shown in Fig. 15. It can be seen that when $\gamma_k$ is very small ($-5^\circ$ to $10^\circ$), the flow field around the forebody is not obviously changed (especially in the regions of interest as marked with red dotted box). However, when $\gamma_k$ becomes too big (see Fig. 15(c)), the flow field around the forebody is totally changed to turbulent flow and the proposed method based on stream function is no more applicable. So, it should be emphasized that the proposed bow wave effect model is quite necessary.
Fig. 13  Forebody 3-D geometric parameters used in GAMBIT/FLUENT.

Fig. 14  CFD modeling for receiver forebody aerodynamic effect.

Fig. 15  CFD simulation results for different angle of attack.
wave modeling method requires that $\alpha_R$ and $\beta_R$ should be small (less than $10^\circ$). Under that assumption, letting $\alpha_R = \beta_R = 0^\circ$ will not reduce the modeling precision much but significantly simplify the bow wave model along with Assumption 2.

5.2. Bow wave flow field verification

In this part, the flow field modeling method is used to model the forebody flow field of the F-16 shown in Fig. 13. Two simplified stream functions in Eq. (17) are constructed for the nose and the cockpit respectively as Fig. 10. A correction function with attenuation coefficient $k_u = 1$ in Eq. (23) is used. The contour plots of the velocity field around the forebody of the receiver calculated by Eqs. (18-20) are illustrated in Fig. 16(b) and (d). As a comparison, the flow field results generated by the FLUENT are presented in Fig. 16(a) and (c).

It is observed that, in the modeling regions marked by dotted boxes, the obtained velocity distributions are similar to the CFD results. For the velocity component along $x$ direction, it decreases first (before the tip) as blocked by the tip of the nose, then increases along the slope of the forebody surface. As the distance from the surface, the speed magnitude decays to the uniform value. For the velocity component along $y$ direction, it has the maximum value along the slope of the surface and decays as the distance increases. The velocity distribution rules of the CFD results are consistent well with the paper results.

Noticing that the magnitude distribution (color change) of Fig. 16(b) and (d) are slightly different from results in Fig. 16(a) and (c). The CFD curves decay faster (about 1.2 times) than the paper results, that is because the attenuation coefficient has not yet been fixed. This error can be eliminated by fine-tuning the attenuation coefficients in Eq. (24). The MATLAB source code for the bow wave algorithms is published at http://dwz.cn/1ZwR6U.

5.3. Drogue aerodynamic force verification

The 3-D aerodynamic force on the drogue under the bow wave effect is verified in this part. For the forebody in Fig. 13, the axial ratio of the nose is $\epsilon_n = 1.2$ and the axial ratio of cockpit is $\epsilon_c = 0.85$. The angle of attack of the receiver is $\alpha_R = 6.17^\circ$. Other drogue parameters have been presented in Table 1.

In order to test the proposed model, a series of aerodynamic force data is obtained through CFD simulations. The simulation procedures are similar to Ref. 12. The CFD calculated force results are placed on the left side of Fig. 17 and the results from the proposed method are placed on the right side. In these simulations, a point $p_{R^N}(0.5, 0.86, 0)$ is chosen as the reference point. Then the drogue is commanded to move from $p_{R^N}$ along $x$, $y$ and $z$ directions of $R_N$ and the results are presented in the vertical three plots. For each plot, the three curves are calculated by the induced aerodynamic force components $D_{FX}$, $D_{FY}$ and $D_{FZ}$ in Eq. (36).

It is observed from Fig. 17 that the results from the proposed method coincide well with the CFD results, which proves the effectiveness and accuracy of the bow wave effect modeling method. The paper results are obviously smoother than the CFD results, and their curves are in good agreement with each other. Note that there is a slight difference of the force magnitudes between CFD and the proposed method, such as the maximum force of Fig. 17(c) is 50 N and the maximum force of Fig. 17(d) is almost 55 N. When using the MATLAB Curve Fitting Toolbox to analyses the matching precision of the CFD data and the paper curves, it can be found that the fitting performance is very high (with fitting degree more than 90%) which indicates that both the magnitude and the tendency fit with the CFD results very well. Also remember that the error as mentioned above can be decreased by trimming the attenuation coefficients in Eq. (24). The MATLAB source code for the bow wave algorithms is published at here: http://dwz.cn/1ZwR6U.

5.4. Aerial refueling simulations

Similar to Ref. 11, a MATLAB/SIMULINK based simulation environment has been developed by the authors’ lab to simulate the capture stage of AAR procedure. The hose-drogue
The dynamic model used in this simulation is a 20-links-connected model from Refs. 16,20,21. The tanker is a Boeing-707, which is assumed to fly straight and level with constant speed and direction. The receiver is an F-16 nonlinear model modified from the toolbox, 22 which is a high fidelity model that can simulate the response of an actual F-16 using the high-precision aircraft data. The wind effect from the bow wave effect is modeled by the proposed method. Other wind effects are modeled according to Ref. 8, which will be applied to both the receiver and the hose-drogue. The controller of the AAR simulation system is a trajectory tracking controller based on the LQR method modified from Refs. 11,14.

The simulation parameters have been listed in Table 1 and the results during the capture stage are presented in Fig. 18. Similar to the NASA report,2 the refueling starts when the receiver probe is stable at about 5 m behind the drogue and ends when the longitudinal distance of the probe reaches the capture longitudinal distance \( X_{CAP} \). If the radial error is within the capture radius \( R_C \), a successful capture is declared, otherwise a miss is declared.2

In this simulation, the capture radius \( R_C = 0.15 \) m and the capture position \( X_{CAP} \) is at the position 0.2 m before the oil-out valve of the drogue. An approaching speed of 1 m/s is applied by commanding the receiver tracking a point few meters

---

**Fig. 17** Aerodynamic force results from CFD method and the proposed method.
behind the drogue to make sure that the probe has enough velocity to hit the valve open. After position $X_{\text{CAP}}$ is reached, the receiver is commanded to stop the refueling and fly away rapidly. The drogue and probe position trajectory curves from the proposed simulation system are illustrated in the left of Fig. 18 and the corresponding video is available at YouKu: http://dwz.cn/M2JP4 YouTube: https://youtu.be/NR9bIB6r-11Y. This video gives a brief introduction to our SIMULINK based AAR simulation system, and shows the movement of the receiver and the drogue in a VR environment.

As a comparison, the NASA AARD flight-test results are depicted in Fig. 18. Note that the receiver used in Ref. is an F/A-18A aircraft whose bow wave model is not the same as that of F-16. In addition, the refueling conditions are different to some degree. There exist some differences in the two simulation results shown in Fig. 18. It should be emphasized that the differences are inevitable, because even between two consecutive experiments the refueling trajectories may be different due to multiple kinds of random disturbances. Even so, the behavior of the drogue under the bow wave effect is very similar. As shown in Fig. 18, some common characteristics of the bow wave effect are observed: (1) when the receiver is far away, the drogue is floating around the equilibrium position due to the atmospheric disturbance; (2) the drogue is pushed continuously upward and rightward when the receiver is very close (about 2 m) to the drogue; (3) both captures fail because radial error is out of $R_C$; (4) the drogue moves away faster than the probe that leads to the failure, which also indicates that the probe bandwidth is too low to adequately track the drogue. All these characteristics are consistent with the bow wave effect in real refueling flight tests, which shows that the proposed method is practical and effective.

6. Conclusions

This paper analyses the bow wave effect and presents a simple method to model it. Inviscid flow field around the forebody is modeled with the stream function defined by the superposition of basic stream singularities. Then, the aerodynamic coefficients are used to calculate the induced aerodynamic force on the drogue. Simulations with the obtained bow wave effect model are conducted, and the results are consistent with the CFD-simulation data and flight test data.

The future work will includes: (1) a more practical method to estimate the decay coefficients with the given air conditions developed in future research; (2) AAR controllers based on the proposed bow wave effect model are currently under consideration.
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