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In a probe–drogue aerial refueling system, the drogue is affected not only by wind disturbances but 
also by strong disturbances from the tanker vortex and receiver forebody bow wave. Along with the 
aerodynamic disturbances acting on the receiver aircraft, it is difficult for the probe to capture the moving 
drogue in the docking stage. This paper studies the model of the probe–drogue aerial refueling system 
under aerodynamic disturbances, and proposes docking control method based on iterative learning 
control to compensate for the docking errors caused by aerodynamic disturbances. For receiver aircraft 
with different maneuverability, three control strategies are proposed to achieve a trade-off between 
safety and control precision. Furthermore, a practical method is proposed to predict the initial value 
of the learning controllers, which can significantly improve the iterative learning speed of the proposed 
methods. Finally, simulations demonstrate that the proposed control methods are simple and efficient for 
the docking control of autonomous probe–drogue aerial refueling.

© 2018 Elsevier Masson SAS. All rights reserved.
1. Introduction

The autonomous aerial refueling (AAR) techniques make new 
missions and capabilities possible for future unmanned aerial ve-
hicles (UAVs) through extending the range and endurance [1,2]. 
There are many types of aerial refueling methods, among which 
the probe–drogue refueling (PDR) method is considered to be more 
flexible and compact than other refueling methods, and it can be 
applied to different aircraft, different refueling speeds, and mul-
tiple aircraft refueling tasks [3]. However, a serious drawback of 
PDR is that the drogue is completely passive and susceptible to 
aerodynamic disturbances [3,4], because of which the autonomous 
docking control for the PDR system is still a difficult problem.

Distinguished by whether the disturbance is affected by the 
movement (state) of the receiver aircraft, the disturbances in 
the PDR docking stage can be divided into two types: state-
independent disturbances and state-dependent disturbances. The 
state-independent disturbances mainly include the tanker vortex, 
prevailing wind, wind gust, and atmospheric turbulence [5,6], un-
der the effect of which the drogue will eventually oscillate around 
an equilibrium position unrelated to the receiver movement. The 
state-dependent disturbances are mainly referred to as the bow 
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wave effect or the forebody effect [7,8], under the effect of which 
the drogue will be pushed away by the forebody flow field of 
the receiver (see Fig. 1(a)) as the receiver comes close. If the 
state-dependent disturbances are not considered, then the docking 
control problem can be described as a classic trajectory tracking 
problem, which can be well solved by tracking control methods in-
cluding LQR [9,10], L1 adaptive control [11,12] and back-stepping 
control [13,14]. However, it was found in the flight tests of NASA 
Autonomous Airborne Refueling Demonstration (AARD) project [1]
that the bow wave effect may significantly affect the drogue move-
ment and cause the failure of the docking control, which is hard 
to solve with traditional control method. Then the U.S. military has 
been trying to minimize the bow wave effect by increasing the 
length of the probe (see Fig. 1(b)) or mounting the probe away 
from the nose (see Fig. 1(c)). However, these modifications cannot 
solve the bow wave effect problem essentially, and the vibration, 
fragility, and vulnerability of the long probe may bring some new 
safety problems. Therefore, it is meaningful to overcome the dock-
ing problem under disturbances from the point of view of control.

For probe–drogue autonomous aerial refueling of UAVs, there 
are two key technologies. The first one is target sensing and mea-
surement and the other is docking control. The target sensing and 
measurement focus on detecting the drogue and measuring the 
relative position between the probe and the drogue, which is the 
base of docking control. Since target sensing and measurement 
can be well solved by vision localization methods [10,15] or vi-
sion/GPS-based methods [16,17], this paper focuses on studying 
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Fig. 1. Receiver aircraft of NASA AARD project.
the docking control for AAR systems. Considering that the drogue 
is much lighter than the receiver aircraft, when the drogue is 
pushed by the bow wave, the drogue may escape away with a 
speed much higher than that the receiver can capture. Meanwhile, 
chasing the drogue is also identified as a dangerous operation, 
which may cause the over control of the receiver [18]. Thus, as 
adopted by manned aerial refueling, the AAR control system needs 
to predict the final contact position of the drogue and the probe, 
and then drive the probe to the predicted position instead of chas-
ing the moving drogue [19].

The iterative learning control (ILC) is a possible method to over-
come the bow wave effect by learning from the previous repetitive 
docking attempts as human pilots do. According to the modeling 
research in [20,21], the bow wave effect model is highly nonlin-
ear and complex, which is difficult to apply to controller design. 
Therefore, the ILC is more practical for AAR docking control be-
cause it does not require the exact mathematical model [22]. In 
our previous work [23], an ILC docking control method is proposed 
to overcome the bow wave effect of the PDR system by learning 
and predicting the final drogue position through repetitive docking 
attempts. The previously proposed control method is essentially 
a pure feedforward controller that the probe is always controlled 
to aim at a fixed position (the predicted drogue position) instead 
of tracking the drogue position, which is hard to handle the non-
repetitive or random disturbances without tracking the drogue. In 
practice, for a receiver aircraft with high maneuverability flexible 
enough to catch up with the drogue movement, the introduction 
of feedback tracking control will help to decrease the docking error 
caused by non-repetitive disturbances. However, for heavy receiver 
aircraft with lower maneuverability and slower response speed, it 
is hard and unsafe to track the drogue directly due to the over 
control problem. Therefore, receiver aircraft with different maneu-
verability should adopt different control strategies for a trade-off 
between precision and safety.

Distinguished by whether the disturbance is predictable (re-
peatable) in different docking iterations, the disturbances can also 
be divided into repetitive disturbances and non-repetitive distur-
bances. The tanker vortex, the prevailing wind and the bow wave 
effect belong to repetitive disturbances because they will remain 
the same if the receiver moves along the same trajectory in each 
docking iteration; the wind gust and the atmospheric turbulence 
belong to non-repetitive disturbances because they are random 
or unknown in each docking iteration. Since ILC methods cannot 
completely compensate for the effect of the non-repetitive distur-
bances, measures should be proposed to minimize their effect or 
avoid dangerous docking attempt when the disturbances are too 
strong.

In this paper, motivated by the above facts, three control strate-
gies based on ILC are proposed for receiver aircraft with different 
maneuverability, and the feedback tracking control is introduced 
into the ILC methods to improve the docking precision and suc-
Fig. 2. Simplified schematic diagram of PDR systems.

cess rate. Moreover, considering that the initial value is an im-
portant factor that affects the learning speed of ILC methods, this 
paper studies the PDR model and proposes an initial value estima-
tion method to estimate the initial offset of the drogue position 
under different speeds and altitudes. The proposed initial value 
estimation method is also capable of making full use of the previ-
ous learning results under different refueling conditions. With the 
obtained initial value, the receiver can achieve a successful dock-
ing within about 2–3 learning attempts. Criteria are proposed to 
judge whether the flight condition (disturbance intensity) is suit-
able for a safe docking attempt. Since the relative distance between 
the drogue and the probe is usually measured by vision-based 
methods whose measurement precision depends on the relative 
distance (higher precision in a closer distance). Therefore, the pro-
posed method is easy to apply to actual aerial refueling systems 
because it only needs the terminal positions (easy to measure 
with high precision) instead of the whole trajectories. Simulations 
based on our previously published MATLAB/SIMULINK environ-
ment [20,21] show that the proposed control method is simple, 
efficient and robust for an AAR system to overcome complex dis-
turbances like the bow wave effect.

The paper is organized as follows. Section 2 gives problem de-
scription and model analysis of PDR systems. Section 3 describes 
the ILC controller strategies with the convergence analysis, and 
then the initial value estimation method is proposed. Section 4
gives simulations and comparisons for the proposed ILC strategies, 
and the effect of the initial value estimation method is verified. 
Section 5 presents the conclusions and future work.

2. Problem formulation

2.1. Frames and notations

A typical PDR system is presented in Fig. 2, where the tanker 
makes a uniform linear motion with speed V T ∈ R+ , and the 
receiver control system controls the probe (on the receiver fore-
body) to dock into the drogue (at the end of the hose). Since the 
drogue will finally stabilize around an equilibrium point (relative 
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to the tanker body) without considering the state-dependent dis-
turbances, a drogue frame odxd ydzd (see Fig. 2) is defined with 
the origin od located at that initial equilibrium position. Notewor-
thy, the origin od is fixed to the tanker instead of the drogue, so 
the drogue position pdr will not be zero if it is pushed away from 
the initial equilibrium position.

For simplicity, the following rules are defined:
(i) All position or state vectors are defined under the drogue 

frame odxd ydzd, unless explicitly stated.
(ii) The drogue position vector is expressed as pdr �

[xdr ydr zdr]T, and the probe position vector is ppr �
[
xpr ypr zpr

]T. 
In the same way, the position error between the probe and the 
drogue is expressed as

�pdr/pr (t) � pdr (t) − ppr (t) �

⎡
⎣ �xdr/pr (t)

�ydr/pr (t)
�zdr/pr (t)

⎤
⎦ . (1)

(iii) According to the flight tests in the NASA report [1], the 
terminal time T ∈ R+ of a docking iteration should be defined 
as the first moment when the probe hit the drogue center plane 
(�xdr/pr = 0 as shown in Fig. 2), which is described in a mathe-
matical form as

T = arg min
t>0

(
�xdr/pr (t) = 0

)
(2)

(iv) The value at the terminal time t = T is called the terminal 
value in this paper. For example, pdr (T ) denotes the terminal po-
sition of the drogue and �pdr/pr (T ) denotes the terminal position 
error.

(v) The value in the kth docking iteration is marked by a right 
superscript. For example, p(k)

dr (t) denotes the instantaneous drogue 
position pdr (t) in the kth docking iteration, T (k) denotes the kth 
terminal time, and p(k)

dr

(
T (k)

)
denotes the terminal drogue position 

in the kth docking iteration.

2.2. Mathematical model

2.2.1. Hose–drogue model
The dynamics of the hose–drogue system can be modeled by 

a finite number of cylinder-shaped rigid links based on the finite-
element theory [24,25], where the obtained hose–drogue dynamics 
is very complex with high nonlinearity and dimension. Since only 
the terminal position of the drogue p(k)

dr

(
T (k)

)
of each docking at-

tempt is concerned for the convergence analysis of ILC method, 
this paper focuses on studying the model of the drogue terminal 
position.

Under the effect of nonrandom disturbances including wind 
gust and tanker vortex, the hose–drogue system will eventually 
stabilize at an equilibrium position. Then, the drogue position fluc-
tuates around its equilibrium position under the effect of random 
disturbance (caused by the atmospheric turbulence) and bow wave 
effect. The random disturbance can be modeled by bounded col-
ored noise [5], and the bow wave disturbance can be modeled 
by a decay function [21] related to the relative distance �pdr/pr. 
Therefore, the terminal position of the drogue p(k)

dr

(
T (k)

)
can be 

described by

p(k)

dr

(
T (k)

)
= w(k)

dr + fbow

(
�p(k)

dr/pr

(
T (k)

))
(3)

where wdr ∈ R
3 represents the drogue position fluctuation caused 

by random disturbances with bound ‖wdr‖≤ Bdr, and fbow (·) ∈ R
3

represents the drogue position offset caused by the bow wave ef-
fect.
Fig. 3. Success and failure criteria of a docking attempt.

2.2.2. Receiver aircraft model
The receiver aircraft model includes the aircraft dynamics, the 

attitude and position control system, and aerodynamic distur-
bances. Similar to the analysis of the hose–drogue system, only the 
terminal position model of the receiver is considered here to sim-
plify the problem. According to [6,26], when the autopilot system 
of an aircraft is well designed, the aircraft is capable of control-
ling the probe position ppr to track the given reference trajectory 
r̂pr ∈ R

3. Therefore, when there is no disturbance during the dock-
ing stage, the probe can reach the desired position at the terminal 
time, namely, ppr(k)

(
T (k)

) = r̂(k)
pr

(
T (k)

)
. However, in practice, there 

are many disturbances and other unpredictable factors that may 
affect the tracking effect at the terminal time T . Therefore, the ac-
tual position of the probe at each terminal time can be expressed 
as

r̂(k)
pr

(
T (k)

)
− p(k)

pr

(
T (k)

)
= ddr + w(k)

pr (4)

where dpr ∈ R
3 is a constant disturbance term, and wpr ∈ R

3 is a 
bounded random disturbance term with 

∥∥wpr
∥∥ ≤ Bpr. The constant 

disturbance dpr may come from the response lag of the receiver or 
the repetitive disturbances such as the tanker vortex, the wind gust 
and the prevailing wind. The random disturbance wpr may come 
from the non-repetitive disturbances such as atmospheric turbu-
lence.

2.2.3. Objective of docking control
In each docking attempt (iterative process), the receiver stays a 

few meters behind the drogue for seconds until the hose–drogue 
system is stable. Then, the receiver starts to drive the probe to 
approach the drogue with a slow constant speed in xd direction 
until the probe hits the central plane of the drogue as shown in 
Fig. 3. A radial error �Rdr/pr ∈ R+ is defined for evaluating the 
docking performance as

�Rdr/pr (t) �
√

�y2
dr/pr (t) + �z2

dr/pr (t). (5)

It is noteworthy that �Rdr/pr (T ) ≡ ∥∥�pdr/pr (T )
∥∥ according to the 

definition �xdr/pr (T ) ≡ 0 in Eq. (2). Since the docking error is in-
evitable due to disturbances, a threshold radius RC ∈ R+ (referred 
to as the criterion radius in [1]) is defined as

�R(k)

dr/pr

(
T (k)

)
< RC. (6)

If criterion (6) is satisfied at the kth docking attempt, a successful 
docking attempt is declared for this docking attempt. Otherwise, a 
failed docking attempt is declared.

3. ILC design

The role of the proposed ILC controller in an AAR system is 
the same as the human pilot in a manned aerial refueling system, 
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Fig. 4. Control problem under the bow wave effect.
which is more like an additional guidance module above the au-
topilot system. The inputs of the ILC controller are the historical 
trajectories of the probe and the drogue, and the output is the ref-
erence trajectory r̂pr (t) which is further sent to the autopilot. This 
system structure can guarantee the minimum modification to the 
original control system, which is more simple and practical than 
the traditional ILC methods.

If there is no disturbance during the docking stage, the drogue 
stays relatively still at its equilibrium position (defined as the ori-
gin point of the drogue frame odxd ydzd in Fig. 2), and the docking 
control can be easily achieved by controlling the probe to track 
the drogue as shown in Fig. 4(a). However, in practice, the drogue 
will be pushed away by the receiver flow field, and it is hard for 
the receiver to catch the moving drogue as shown in Fig. 4(b). 
Therefore, as shown in Fig. 4(c), human pilots usually control the 
probe to track the drogue with a predicted offset to compensate 
for the docking error. The predicted offset comes from experiences 
of learning and training, which can be realized by ILC methods.

Considering that a heavier receiver aircraft has lower maneu-
verability and slower response speed, it is hard and unsafe to 
track the drogue directly. However, for a small receiver with high 
maneuverability, the response speed is fast enough to track the 
drogue to decrease the docking error caused by random distur-
bances. Therefore, receiver aircraft with different maneuverability 
should have different control strategies: more feedback tracking 
control should be adopted by a smaller receiver; more feedforward 
prediction should be adopted by a larger receiver aircraft. Accord-
ing to the above analysis, three control strategies are proposed for 
receiver aircraft with different maneuverability. Meanwhile, since 
too many docking attempts are unacceptable for an AAR system, 
a method to estimate the drogue offset caused by disturbances is 
proposed, which is effective to improve the learning speed of the 
proposed ILC methods.

3.1. Control Strategy 1

In order to compensate for docking errors through ILC, the sim-
plest and safest control strategy is letting the probe always aim at 
a predicted fixed position during the docking stage. The predicted 
position r̂(k)

pr for the autopilot is given by

r̂(k)
pr (t) = r(k)

dr,bow (7)

where r(k)

dr,bow ∈ R
3 is an estimation term for the drogue position 

offset which stays unchanged during each iteration. The update law 
for r(k)

dr,bow is given by

r(k)

dr,bow = r(k−1)

dr,bow + Kp · �p(k−1)

dr/pr

(
T (k−1)

)
, (8)

where Kp = diag
(
kp1 ,kp2 ,kp3

)
is a constant three-dimensional di-

agonal matrix with the diagonal elements kp1 , kp2 , kp3 ∈ (0,1).
The following theorem provides the convergence condition un-
der which one can conclude the convergence property of the de-
signed ILC controller in Eq. (7).

Theorem 1. Consider the AAR system with the terminal positions of the 
drogue and the probe satisfying Eq. (3) and Eq. (4) respectively. Suppose 
the ILC controller is designed as Eq. (7), and its parameters satisfy

0 < kpi ≤ 1, i = 1,2,3. (9)

Then, through the repetitive docking attempts, the docking error
�p(k)

dr/pr

(
T (k)

)
will converge to a bound

lim
k→∞

∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥ ≤ B1 (10)

where

B1 =
2
√

B2
pr + B2

dr

min
i=1,2,3

{
k′

pi

} (11)

in which Bdr is the bound of the drogue position fluctuation as defined 
in Eq. (23) and Bpr is bound of the probe tracking error as defined in 
Eq. (4). In particular, if the random disturbances are negligible, i.e., Bdr =
0, Bpr = 0, then the docking error will converge to zero, namely∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥ → 0, as k → ∞. (12)

Proof. See Appendix A. �
Under an ideal situation, for any specified threshold radius RC

as defined in Eq. (6), if the disturbances are small enough (B1 →
0), there is

�R(k)

dr/pr

(
T (k)

)
≤ B1 ≤ RC, as k → ∞

which means if the random disturbances are small enough, the 
docking attempt with Control Strategy 1 will always succeed after 
enough docking attempts. However, in practice, B1 is a little larger 
than RC, and the docking attempts will succeed with a certain 
probability (the success rate). According to [1,19], if the aerody-
namic disturbances are strong, both the position oscillation of the 
drogue and the tracking error of the receiver will be significant, 
then the success rate will be low. Therefore, if the convergence 
bound B1 is large because of the severe weather condition or other 
factors, the AAR operation should be forbidden. In fact, a method 
to assess whether the conditions are suitable for the AAR is also an 
interesting research direction, which is very important and worth 
to be further investigated.
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3.2. Control Strategy 2

Essentially, Control Strategy 1 can be treated as a pure feedfor-
ward controller, which causes a significant decrease in the docking 
precision and success rate in the presence of random disturbances. 
In fact, for small UAVs with enough maneuverability to catch up 
with the drogue movement, the introduction of feedback control is 
quite necessary. Hence, another strategy is proposed as

r̂(k)
pr (t) = p(k)

dr (t) + r(k)

dr,off (13)

where p(k)

dr (t) is the real-time drogue position in the kth docking 
attempt, and r(k)

dr,off ∈ R
3 is a constant iterative learning term. Un-

like Control Strategy 1, r̂(k)
pr (t) is not constant during each iteration 

and it will chase the drogue trajectory p(k)

dr (t), which means it con-
tains a feedback control part to eliminate the tracking error. The 
update law for r(k)

dr,off is given by

r(k)

dr,off = r(k−1)

dr,off + K′
p · �p(k−1)

dr/pr

(
T (k−1)

)
(14)

where K′
p = diag

(
k′

p1
,k′

p2
,k′

p3

)
is a constant three-dimensional di-

agonal matrix with the diagonal elements k′
p1

, k′
p2

, k′
p3

∈ (0,1).
The convergence of Control Strategy 2 is given by the following 

theorem.

Theorem 2. Consider the AAR system with the terminal positions of the 
drogue and the probe satisfying Eq. (3) and Eq. (4) respectively. Suppose 
the ILC controller is designed as Eq. (13), and its parameters satisfy

0 < k′
pi

≤ 1, i = 1,2,3. (15)

Then, through the repetitive docking attempts, the docking error
�p(k)

dr/pr

(
T (k)

)
will converge to a bound

lim
k→∞

∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥ ≤ B2

where

B2 = 2Bpr

min
i=1,2,3

{
k′

pi

} .

Proof. See Appendix B. �
According to Theorem 2, the docking error �p(k)

dr/pr

(
T (k)

)
under 

the controller in Eq. (13) can converge to a bound. It is easy to 
verify that B2 < B1, where B1 is the convergence bound of Control 
Strategy 1 as defined in Eq. (11). This means the docking error of 
Control Strategy 2 will be smaller than Control Strategy 1.

3.3. Control Strategy 3

Since Control Strategy 1 is somewhat conservative and Control 
Strategy 2 is somewhat aggressive, a compromised strategy is pro-
posed in the form of piecewise function to combine their charac-
teristics

r̂(k)
pr (t) =

⎧⎨
⎩

r(k)

dr,bow, �x(k)

dr/pr (t) > xa

p(k)

dr (t) + r(k)

dr,off, 0 ≤ �x(k)

dr/pr (t) ≤ xa

(16)

where xa ∈R+ is the marginal distance determined by the strength 
distribution of the bow wave effect as shown in Fig. 5, which can 
be estimated by CFD analysis. For example, the xa can be selected 
as the distance when the strength of the bow wave flow field re-
duces to 10% of its peak value, where xa ≈ 1 m is recommended 
Fig. 5. Schematic diagram of Control Strategy 3.

Fig. 6. Drogue dynamics pendulum model [27].

according to our CFD simulations. The idea is that the receiver first 
adopts Control Strategy 1 to move to a fixed position close to the 
drogue, and then adopts Control Strategy 2 in the final stage to de-
crease the docking error by introducing the position feedback.

The convergence property of Control Strategy 3 depends on the 
convergence properties of Control Strategy 1 and Control Strategy 2. 
Therefore, the following conclusion is given without proof: if the 
parameters in Eq. (16) satisfy both Theorem 1 and Theorem 2, then 
Control Strategy 3 can converge to a bound between B1 and B2.

3.4. Initial value estimator

This part proposes a simple method to estimate the drogue 
offset position based on the pendulum model as introduced in 
[27]. As shown in Fig. 6, the hose is treated as a rigid pendulum 
mounted to the tanker body and the drogue by two ball joints, and 
the pendulum is free to rotate around any axis. In Fig. 6, m̄ ∈ R+
denotes the equivalent total mass of the drogue and hose, lh ∈ R+
is the hose length, θ0 ∈R+ is the pendulum angle to the oxy plane, 
and D̄ ∈ R+ denotes the equivalent drag on the drogue and hose. 
The equivalent mass m̄ can be obtained through

m̄ = md + 1

2
ρhlh (17)

where md ∈ R+ is the drogue mass and ρh ∈R+ is the line density 
of the hose (defined as mass/length). Moreover, the equivalent drag 
force D̄ can be obtained through moment equilibrium equation

D̄ = m̄g cos θ0

sin θ0
. (18)

When a small disturbance force �F ∈ R
3 is acting on the 

drogue, the drogue will move to a new equilibrium position with 
the position offset �pdr, where, according to Appendix C, the ap-
proximate relationship between �pdr and �F is

�pdr ≈ lh
m̄g

· RL/F · �F (19)

where
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Fig. 7. MATLAB/SIMULINK based simulation environment for the AAR system.
RL/F �

⎡
⎣ sin3θ0 0 sin2θ0cos θ0

0 sinθ0 0
sin2θ0cos θ0 0 sinθ0cos2θ0

⎤
⎦ .

Since the drogue offset primarily comes from the bow wave ef-
fect, according to [21], the average force vector �F of the bow 
wave effect can be estimated by CFD-based system identification 
methods. Thus, by substituting �F into Eq. (19), the estimated po-
sition offset of the drogue �pdr0 is given by

�pdr0 = lh
m̄g

· RL/F · �F (20)

which can be used as the initial value for the drogue position off-
set estimation term r(k)

dr,bow in Eq. (7) as

r(0)

dr,bow = �pdr0. (21)

The disturbance force �F is proportional to the dynamic pres-
sure as

�F ∝ 1

2
ρV 2

T (22)

where ρ is the air density determined by the altitude, and V T is 
the flight speed. Thus, the learning result rdr,bow in a specific refu-
eling condition can be extended to any other refueling conditions 
through Eqs. (20)–(22).
4. Simulation and verification

4.1. Simulation configuration

A MATLAB/SIMULINK-based simulation environment with 3D 
virtual-reality display has been developed to simulate the docking 
stage of the AAR as shown in Fig. 7. Please refer to our previous 
work in [21,23] for the detailed information about the simulation 
environment.

The simulation parameters used in this paper are listed in Ta-
ble 1, which includes the refueling conditions, the physical pa-
rameters of the drogue and the hose, and other parameters. The 
hose–drogue dynamics model used in this simulation is a 20-links-
connected model according to [24,25]. The tanker is a KC-135 
tanker, which is assumed to fly straight and level with constant 
speed. The receiver is an F-16 nonlinear model modified from the 
toolbox [28], which is a high fidelity model that can simulate the 
response of an actual F-16 by using the high-precision aircraft 
data. The bow wave effect model is obtained through the system 
identification method based on the CFD experimental data [20], 
and other wind effects, like the tanker vortex, the atmospheric 
turbulence, and the wind gust, are modeled according to [5] and 
specification MIL-F-8785C [29]. The autopilot of the AAR simula-
tion system is an LQR-based controller according to [6,26], and the 
relative approaching speed along x-direction is constrained within 
0.5 m/s–1 m/s according to NASA’s report [1].
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Table 1
Simulation configuration [21].

Parameter Value

Refueling altitude hT 3000 m
Refueling speed V T 120 m/s
Air density ρ 0.909 kg/m3

Drogue radius Rdr 0.35 m
Drogue coefficient Cd 0.81
Hose outside diameter Dh 33.6 mm
Hose density ρh (weight/length) 4.1 kg/m
Hose length lh 15 m
Drogue mass md 39.5 kg m
Hose angle θ0 20.5◦
Criterion radius RC 0.2 m

4.2. Controller implementation

In order to verify the effectiveness of the proposed ILC control 
methods, simulations are performed for the three docking strate-
gies. The typical learning process of Control Strategy 2 is presented 
in Fig. 8. There are three steps in each iteration of docking at-
tempt: 1) the receiver remains at a standby position with a safe 
distance (about 5 m in the simulations) behind the drogue for sev-
eral seconds (from 50 s to 60 s for the first docking attempt in 
Fig. 8) to observe the drogue movement and estimate the equilib-
rium position of the drogue; 2) the receiver approaches the drogue 
to perform a docking attempt (from 60 s to 71 s in Fig. 8) until the 
probe reaches the drogue center plane, where the success of fail 
of this docking attempt is judged; 3) The receiver returns to the 
standby postilion and gets ready for the next docking attempt.

There are four docking attempts presented in sequence (the 
start times are 50 s, 100 s, 150 s and 200 s respectively) in Fig. 8, 
where the first docking attempt fails, and the following three dock-
ing attempts all succeed. In the first docking attempt (k = 1) as 
shown in Fig. 8, the docking control ends at the terminal time 
T (1) = 71 s, and this docking attempt is declared as failed because 
the radial error �R(1)

dr/pr = 0.45 m is larger than the desired ra-
dial error threshold RC = 0.2 m. The subsequent docking attempts 
(k > 4) are not presented in Fig. 8, whose results are similar to at-
tempt 4 with the radial errors floating within 0.06 m under the 
given turbulence intensity.

During the iterations, the offset values of the drogue are esti-
mated by the ILC controller with the historical terminal positions. 
It is shown that the docking errors are decreased as the increase of 
the number of learning attempts, and finally converge into a bound 
which determines the success rate of the docking attempts.

4.3. Comparison of control strategies

By tuning the gains of the controller, the simulation environ-
ment can be adjusted to simulate receiver aircraft with different 
maneuverability. A series of simulations are performed to verify 
the proposed control strategies for receiver aircraft with differ-
ent maneuverability. The docking curves of the successful docking 
attempts of the three control strategies are presented in Fig. 9. 
It can be observed from Fig. 9 that all the three strategies can 
achieve successful docking control after a few learning attempts, 
but their docking trajectories are different as shown in the dot-
ted boxes. Under Control Strategy 1, the trajectories are smooth 
and steady despite the fast oscillation of the drogue due to dis-
turbances. The reason is that this strategy is a pure feedforward 
control strategy, under which the probe always aims at a fixed po-
sition, and the drogue dynamics will never affect the probe move-
ment. For low-maneuverability aircraft, the Control Strategy 1 has 
the smoothest control signal which reduces the risk of the over 
control in the simulations. Therefore, Control Strategy 1 is more 
suitable for low-maneuverability aircraft. Under Control Strategy 2, 
the receiver tracks the drogue all the time with a constant off-
set, so its trajectory oscillates along with the drogue and it has 
the minimum docking error. Simulations also indicate that Con-
trol Strategy 2 is more suitable for high-maneuverability aircraft to 
reduce the docking error because the over control problem only 
occurs when the maneuverability is too slow. Under Control Strat-
egy 3, the smoothness of the trajectories is between Control Strat-
egy 1 and Control Strategy 2. Therefore, the simulation results are 
consistent with the theoretical analysis.

According to our simulations, the success rate depends on many 
factors including the docking error threshold RC and the strength 
Fig. 8. Learning process with ILC Control Strategy 2.
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Fig. 9. Effects of the proposed three control strategies.
Table 2
Docking success rate under different atmospheric turbulence intensity.

Turbulence intensity Small Light Moderate

Control Strategy 1 100% 43% 18%
Control Strategy 2 100% 74% 42%
Control Strategy 3 100% 52% 31%

of the atmospheric turbulence. In these simulations, the tanker 
vortex disturbance comes from the model presented in [5], the 
wind gust and the atmospheric turbulence come from the MAT-
LAB/SIMULINK Aerospace Blockset based on the mathematical rep-
resentations from Military Specification MIL-F-8785C [29], and the 
bow wave effect disturbance comes from the authors’ previous 
work [20]. The simulation results in Table 2 show that the pro-
posed ILC control strategies are capable of achieving high-success 
docking control under the small turbulence intensity (stratosphere 
with good weather) and bow wave effect [5,21]. The “Small”, 
“Light” and “Moderate” in Table 2 denote three different levels 
of turbulence intensities (probability of exceedance) for the atmo-
spheric turbulence model defined in Military Specification MIL-F-
8785C [29], where the moderate level of atmospheric turbulence 
has already been bad weather for precise docking control in the 
stratosphere. The docking success rate of each control strategy de-
creases from 100% to 0 as the turbulence intensity increases until 
it is even difficult for the receiver to maintain its position and atti-
tude control. The results in Table 2 verify that the anti-disturbance 
capability sequence of the three control strategies is Control Strat-
egy 2 > Control Strategy 3 > Control Strategy 1.

4.4. Effect of the initial value estimator

First, the simplified pendulum model is compared with the link-
connected model in SIMULINK, where the link-connected model 
(with 20 links) is developed according to reference [30]. All the 
hose and drogue parameters are shown in Table 1. Some repre-
sentative results calculated from Eq. (21) are compared with the 
Table 3
Drogue position offset under disturbance.

Condition Offset 20-links Pendulum

F z = 50 N, V T = 150 m/s �z 0.2543 m 0.249 m
F y = 50 N, V T = 150 m/s �y 0.2852 m 0.264 m
F z = 100 N, V T = 150 m/s �z 0.507 m 0.529 m
F z = 50 N, V T = 200 m/s �z 0.157 m 0.153 m
F z = 50 N, V T = 120 m/s �z 0.335 m 0.329 m

results from the above mentioned link-connected model, and the 
comparison results are illustrated in Table 3. It is shown that the 
simplified pendulum model provides very similar results to the 
20-rigid-link model, which illustrates the effectiveness of the pro-
posed initial value estimation method.

Secondly, the average bow wave disturbance vector is se-
lected as �F = [50 N 50 N −70 N]T according to the CFD sim-
ulations in [20,21]. By substituting �F into Eq. (20), the initial 
value for the learning controller can be obtained as r(0)

dr,bow =
[−0.12 m 0.37 m −0.34 m]T. The AAR simulations show that, 
with the estimated initial value and after enough number of 
learning attempts, the drogue offset will converge to r(∞)

dr,bow ≈
[−0.1 m 0.32 m −0.37 m]T. It can be seen that the estimated ini-
tial value is close to the final one, which demonstrates that the 
proposed initial value estimation method is rather effective, and 
the learning speed can be improved significantly.

5. Conclusions

As analyzed in the paper, AAR is a dangerous task with the high 
precision requirement. The docking success rate is subject to the 
aircraft maneuverability and the strength of disturbances. This pa-
per studies the PDR system model under various aerodynamic dis-
turbances and proposes three ILC-based control methods to com-
pensate for the errors caused by the aerodynamic disturbances. 
Since the receiver aircraft with low maneuverability requires larger 
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control signal to track the moving drogue which may cause the 
over control problem, the Control Strategy 1 is more suitable for 
low-maneuverability aircraft because it tracks a fixed position in 
each iteration which may reduce the accuracy of the docking con-
trol. For receiver aircraft with high maneuverability, the Control 
Strategy 2 is a better choice to improve the docking precision and 
anti-disturbance capability. For other receiver aircraft, the Control 
Strategy 2 can provide a balance performance between safety and 
precision. Considering that ILC methods cannot completely com-
pensate for the effect of the non-repetitive disturbances includ-
ing atmospheric turbulence and wind gust, evaluation should be 
made according to the position fluctuation of the receiver and the 
drogue to determine whether the flight condition is suitable for a 
docking attempt. The proposed ILC initial value estimation method 
can predict the drogue position offset caused by disturbances and 
significantly improve the learning speed of the ILC methods. The 
simulation results demonstrate that the proposed control method 
is simple, efficient and robust for the docking control of AAR.
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Appendix A. Proof of Theorem 1

According to [23], Eq. (3) can be further linearized around 
�p(k)

dr/pr

(
T (k)

) = 0 to simplify the convergence analysis of ILC, 
which yields

p(k)

dr

(
T (k)

)
≈ m0 + M1 · �p(k)

dr/pr

(
T (k)

)
+ w(k)

dr (23)

where M1 ∈ R
3×3 is a negative definite matrix (the bow wave ef-

fect decays as the distance increases along each direction), and 
m0 ∈ R

3 is a constant vector. Noteworthy, the linearization oper-
ation in Eq. (23) requires the variable �p(k)

dr/pr

(
T (k)

)
close to the 

linearized point 0, namely �p(k)

dr/pr

(
T (k)

) ≈ 0. Therefore, if the ter-
minal docking error is very large or tends to be very large (for 
example larger than 1 m) in one docking iteration due to the com-
plex disturbance condition, then the docking process should be 
stopped immediately to avoid dangers or even casualties, and the 
data of this docking iteration should not be applied to the iterative 
learning controller.

First, the docking error at the kth docking attempt is defined 
according to Eq. (1) as

�p(k)

dr/pr

(
T (k)

)
= p(k)

dr

(
T (k)

)
− p(k)

pr

(
T (k)

)
. (24)

Combining Eqs. (23), (24) gives

ppr

(
T (k)

)
= m0 + (M1 − I3) · �p(k)

dr/pr

(
T (k)

)
+ w(k)

dr , (25)

where I3 = diag (1,1,1) is the three dimensional identity matrix. 
By substituting the ILC control (7) into the receiver model (4), one 
has

r(k)

dr,bow − p(k)
pr

(
T (k)

)
= ddr + w(k)

pr . (26)

Then, subtracting Eq. (26) with its k − 1th expression gives
r(k)

dr,bow − p(k)
pr

(
T(k)

)
− r(k−1)

dr,bow + p(k−1)
pr

(
T (k)

)
= w(k)

pr − w(k−1)
pr .

(27)

Therefore, the r(k)

dr,bow and p(k)
pr

(
T (k)

)
are eliminated by combining 

Eqs. (8), (25), (27), which yields

�p(k)

dr/pr

(
T (k)

)
= A · �p(k−1)

dr/pr

(
T (k−1)

)
+ B · w̃(k−1) (28)

where

A �
(
I3 − M1 + Kp

)−1
(I3 − M1)

B �
(
I3 − M1 + Kp

)−1

w̃(k−1) � −v(k)
pr + w(k−1)

pr − w(k)

dr + w(k−1)

dr

.

Therefore, Eq. (28) can be written into the following form

�p(k)

dr/pr

(
T (k)

)
= Ak · �p(0)

dr/pr

(
T (0)

)
+

k−1∑
i=0

AiB · w̃(k−i). (29)

Since M1 and Kp are both diagonal matrices, it is easy to verify 
that the spectral radius of A is smaller than 1 (ρ (A) < 1) when the 
constraints in Eq. (9) is satisfied, which yields

ρ (A) < 1 ⇒ lim
k→∞

‖A‖k = 0. (30)

Moreover, since the disturbances w(k)
pr and w(k)

dr are both bounded 
with 

∥∥∥w(k)
pr

∥∥∥ ≤ Bpr and 
∥∥∥w(k)

dr

∥∥∥ ≤ Bdr, it is easy to obtain that w̃(k−1)

is also bounded with∥∥∥w̃(k−1)
∥∥∥ ≤ 2

√
B2

pr + B2
dr. (31)

Then, the docking error �p(k)

dr/pr

(
T (k)

)
satisfies the following con-

straint∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥
≤ ‖A‖k

∥∥∥�p(0)

dr/pr

(
T (0)

)∥∥∥ +
k−1∑
i=0

‖A‖i
∥∥∥B · v(k−i)

∥∥∥
≤ ‖A‖k

∥∥∥X(0)
∥∥∥ + 2

√
B2

pr + B2
dr ‖B‖

k−1∑
i=0

‖A‖i (32)

= ‖A‖k
∥∥∥X(0)

∥∥∥ + 2
√

B2
pr + B2

dr ‖B‖
(

1 − ‖A‖k
)(

1 − ‖A‖)−1
.

Substituting Eq. (30) into Eq. (32) gives

lim
k→∞

∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥ ≤ 2
√

B2
pr + B2

dr ‖B‖ (
1 − ‖A‖)−1

≤
2
√

B2
pr + B2

dr

min
i=1,2,3

{
k′

pi

} � B1.
(33)

Thus, the docking error �p(k)

dr/pr

(
T (k)

)
will converge to a bound 

B1 as k → ∞. In particular, by substituting Bdr = 0, Bpr = 0 into 
Eq. (33), one has limk→∞

∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥ = 0.

Appendix B. Proof of Theorem 2

By letting t = T (k) in Eq. (13), the terminal value of Control 
Strategy 2 is obtained as

r̂(k)
pr

(
T (k)

)
= p(k)

dr

(
T (k)

)
+ r(k)

dr,off. (34)
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By combining Eq. (4) and Eq. (34), the term r̂(k)
pr

(
T (k)

)
is eliminated 

as

r(k)

dr,off = p(k)
pr

(
T (k)

)
− p(k)

dr

(
T (k)

)
+ dpr + w(k)

pr

= −�p(k)

dr/pr

(
T (k)

)
+ dpr + w(k)

pr . (35)

Then, substituting Eq. (35) into Eq. (14) gives

�p(k)

dr/pr

(
T (k)

)
= (

I − K′
p

)
�p(k−1)

dr/pr

(
T (k−1)

)
+ ṽ(k−1)

pr , (36)

where ṽ(k−1)
pr � w(k)

pr − w(k−1)
pr with bound 

∥∥∥ṽ(k−1)
pr

∥∥∥ ≤ 2Bpr. Under 
the given condition k′

p1
, k′

p2
, k′

p3
∈ (0,1), there is ρ

(
I − K′

p

)
< 1, 

then(
I − K′

p

)k → 0, as k → ∞.

Thus

lim
k→∞

∥∥∥�p(k)

dr/pr

(
T (k)

)∥∥∥
= lim

k→∞

∥∥∥∥∥
k−1∑
i=0

(
I − K′

p

)i ṽ(k−i)
pr

∥∥∥∥∥
≤ lim

k→∞

k−1∑
i=0

∥∥(
I − K′

p

)∥∥i
∥∥∥ṽ(k−i)

pr

∥∥∥
≤ lim

k→∞

(
k−1∑
i=0

∥∥(
I − K′

p

)∥∥i

)
· 2Bpr = 2Bpr

1 − ∥∥I − K′
p

∥∥
≤ 2Bpr

min
i=1,2,3

{
k′

pi

} � B2.

In summary, the docking error �p(k)

dr/pr

(
T (k)

)
can converge to a 

bound B2.

Appendix C. Pendulum model simplification

First, the drogue drag vector D ∈ R
3, the drogue gravity vector 

G ∈R
3 and the equilibrium position of the drogue L ∈ R

3 are given 
in the tanker joint frame FT as

D = [−D̄ 0 0
]T

G = [0 0 m̄g]T

L = [−lh cos θ0 0 lh sin θ0]T . (37)

When a small disturbance force �F �
[
�Fx �F y �F z

]T is acting 
on the drogue, there will be a small position deviation of the 
drogue marked as �pdr=

[
�px �p y �pz

]T
. Meanwhile, there will 

be a small angle deviation of the hose marked as �θ and �ϕ , 
where �θ is the angle deviation on θ0 as shown in Fig. 6, and �ϕ

is the angle between the hose and the oxz plane. According to the 
projection relationship in Fig. 6, one has

�px = lh cos (�ϕ) cos (θ0 + �θ) − lh cos (θ0)

�p y = lh sin (�ϕ)

�pz = lh cos (�ϕ) sin (θ0 + �θ) − lh sin (θ0) . (38)

Since �θ and �ϕ are small values in practice, the following sim-
plifications are made to simplify the expression

sin (�θ) ≈ �θ, cos (�ϕ) ≈ 1, sin (�ϕ) ≈ �ϕ. (39)
By substituting Eq. (39) into Eq. (38), one has

�pdr≈lh

⎡
⎣ sin (θ0) · �θ

�ϕ
cos (θ0) · �θ

⎤
⎦ . (40)

Meanwhile, according to the force moment equilibrium principle, 
there is

L × (D + G) = 0 (41)

(L + �pdr) × (D + G + �F) = 0, (42)

where “×” is the cross-product operation of vectors. With �pdr ×
�F ≈ 0, combining Eq. (41) and Eq. (42) yields that

(D + G) × �pdr ≈ L × �F. (43)

Solving Eq. (43) with Eqs. (37), (40) yields

�θ ≈ sin2θ0

m̄g
�Fx+cos θ0 sinθ0

m̄g
�F z

�ϕ ≈ sinθ0

m̄g
�F y . (44)

Then, combining Eq. (38) and Eq. (44) yields that

�pdr ≈ lh
m̄g

·RL/F · �F (45)

where

RL/F �

⎡
⎣ sin3θ0 0 sin2θ0cos θ0

0 sinθ0 0
sin2θ0cos θ0 0 sinθ0cos2θ0

⎤
⎦ .
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