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a b s t r a c t

Contraction mapping methods do not need to know about the concrete form of plant models like the
Lyapunov method. This is the biggest advantage over other methods in the field of iterative learning
control for example. However, it is difficult to use such a tool to analyze repetitive control systems.
This paper proposes a contraction mapping method based on spectral theory to design a saturated
repetitive controller for a class of nonlinear systems, where the derived necessary and sufficient condition
on the spectral radius can reduce the conservatism as much as possible. The feasibility of our work is
demonstrated through a robotic manipulator tracking example.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Repetitive control (RC, or repetitive controller, also designated
RC) and iterative learning control (ILC, or iterative learning
controller, also designated ILC) are two closely related control
techniques. The differences depend on whether the trajectory is
repeated over [0, ∞) or a finite interval, as well as the requirement
for initial condition resetting. The analysis methods used are very
different between RC and ILC in most literature. Design methods
for RC are mainly based on the internal model principle and fre-
quency analysis techniques [1], whereas the contraction mapping
methods are often applied to designing ILC.

Owing to the difference mentioned above, most RC schemes
are limited to linear systems. However, the nonlinear RC problems
are receiving more and more attention in recent years, where the
leading method is the adaptive-control-like method [2]. A novel
learning approach was described in [3] for asymptotic state track-
ing in a class of nonlinear systems. Compared with the previous
methods, the main advantage of the proposed learning approach
was computationally simple and did not require solving any com-
plicated equations based on full system dynamics. Hybrid control
schemeswere developed in [4], which utilized the RC term to com-
pensate for periodic dynamics and other methods to compensate
for aperiodic dynamics. An adaptive RC was proposed for a class of
nonlinearly parameterized systems in [5]. Both partially and fully
saturated learning laws were analyzed in detail and compared. A
further result of a class of periodic time varying nonlinear systems
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was presented in [6]. By considering that many RC schemes re-
quired plants to be parameterizable, an RC was integrated with
robust adaptive control in [7] by using the backstepping design for
a class of cascade systems without parametrization. A continuous-
time RCwas proposed in [8] to track periodic trajectories for a class
of nonlinear dynamical systems with nonparametric uncertainty
and unknown state-dependent control direction matrix. In order
to achieve a tradeoff between tracking performance and stability,
a filtered RC (FRC) was proposed for a class of nonlinear systems
in [9]. Moreover, the proposed FRC can deal with small input delay
while the corresponding RC cannot. A novel learning control in
[10] was designed on the basis of the ideas presented in [4]. Not
only global asymptotic tracking was achieved but also sufficient
conditions for the asymptotic “input learning” were derived. A
control law with finite memory was also designed. The classi-
cal PIDρ−1 control combined with RC was used for the output
regulation of a class of minimum-phase, nonlinear systems with
unknown output-dependent nonlinearities, unknown parameters
and known relative degree [11]. A further result was presented
in [12] to extend the nonlinear systems considered in [11]. Padé
approximates were used in the implementation of RCs to solve the
output tracking problem (via output error feedback) in the pres-
ence of uncertain periodic reference and/or disturbance signals
with known common period [13].

These control schemes all utilize Lyapunov-based design tech-
niques to develop feedforward to compensate for unknown distur-
bances.Moreover, the designed controllers depend on the concrete
forms of the Lyapunov functions. Indeed, the Lyapunov-based de-
sign technique is an excellent choice for nonlinear RC problems.
However, in most cases, there is still no general method to con-
struct Lyapunov functions. By taking this into account, contraction
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mapping methods are expected to apply to RC. Such a design does
not need to know about the concrete form of plant models like
the Lyapunov method. This is the biggest advantage over other
methods. However, it is difficult to use this tool in designing RC,
because of the initial condition not resetting anymore. A formalism
of ILC has been used in [14] to solve an RC problem for forcing
a system to track a prescribed periodic reference signal. The pro-
posed method adopts the idea of contraction mapping. However,
the proposed method is only applicable to discrete-time systems.
Moreover, it cannot be applied to the rejection of periodic distur-
bances. Similarly, based on the contraction mapping, a conditional
learning control was proposed to track periodic signals for a class
of nonlinear systemswith unknown dynamics [15]. The learning is
based on the steady-state output so that the updating law works
only if a particular condition is satisfied. With such a mechanism,
monotonic convergence of the control sequence in the iteration
domain is achieved. The price to pay is the increase in the number
of repetitive trials.

In this paper, a contraction mapping method is proposed to
design a saturatedD-typeRC for a class of nonlinear systems,which
is updated at every trial. By the converse Lyapunov theorem, an
operator mapping is established between the input error and the
state error of two successive periods. In order to reduce the con-
servatism, a necessary and sufficient condition is derived for the
contraction mapping. Compared with existing studies, the main
contributions of this paper are: (i) a newRC scheme subject to actu-
ator saturation is proposed for a class of nonlinear systemswithout
resorting to design Lyapunov functions; (ii) nonlinear RC systems
are analyzed by contraction mapping and spectral theory with a
derivednecessary and sufficient condition so that the conservatism
is reduced as much as possible.

The following notation is used. Rn is the Euclidean space of
dimension n and R+ denotes the space of nonnegative real in
R. ∥·∥ denotes the Euclidean norm or a matrix norm induced by
the Euclidean norm. C ([a, b] ,Rn) denotes the space of continu-
ous n-dimensional vector functions on [a, b] . Cm

PT ([0, ∞) ,Rn) is
the space of mth-order continuously differentiable functions f :

[0, ∞) → Rn which are T -periodic, i.e. f (t + T ) = f (t) . ∥x∥[0,T ] ≜
supt∈[0,T ] ∥x (t)∥ , where x ∈ C ([0, T ] ,Rn) . Let A be a linear
compact operator with σ (A) the spectrum and rA = supz∈σ(A) |z|
the spectral radius. In is an identity matrix with dimension n. D+x
denotes the upper right Dini derivative of a function and is defined

byD+x (t0) ≜

[
limt→t0+0 sup

x1(t)−x1(t0)

t−t0
· · ·

limt→t0+0 sup
xn(t)−xn(t0)

t−t0

]T

, where g (t) ≜[
g1 (t) · · · gn (t)

]T
∈ Rn.

2. Preliminary: Contraction mapping

Define ξi+1 (τ ) ≜ ξi (τ + T ) , where ξ = x, y and xi, yi :

[0, T ] → R+. They have the following relationship

xi (τ ) ≤ e−a1τ xi (0) + a2

∫ τ

0
e−a1(τ−s)yi (s) ds (1)

yi+1 (τ ) ≤ a3yi (τ ) + a4xi (τ ) (2)

where a1, a2, a3, a4 ∈ R+, i = 0, 1, . . . . Rewrite inequalities (1)
and (2) as follows:

xi+1 (0) ≤ e−a1T xi (0) + a2

∫ T

0
e−a1(T−s)yi (s) ds

yi+1 (τ ) ≤ a4e−a1τ xi (0) + a3yi (τ ) + a2a4

∫ τ

0
e−a1(τ−s)yi (s) ds.

Define the following operators as

Q0 (u) ≜ a2

∫ T

0
e−a1(T−s)u (s) ds, u ∈ C ([0, T ] ,R)

Q1 (u) ≜ a2

∫ τ

0
e−a1(τ−s)u (s) ds, u ∈ C ([0, T ] ,R)

Q2 (u) (τ ) ≜ e−a1τu, u ∈ R+

and

zi =

(
xi (0)
yi

)
∈ R × C ([0, T ] ,R) .

Then inequalities (1) and (2) can be written in a compact form as

zi+1 ≤ Qzi (3)

where

Q =

(
e−a1T Q0
a4Q2 a3 + a4Q1

)
. (4)

It is easy to verify that R× C ([0, T ] ,R) is a Banach space andQ is
a compact linear map.

Lemma 1. If and only if

a3 < 1 and
a2a4

a1 (1 − a3)
< 1 (5)

then rQ < 1, where Q is defined in (4).

Proof. This proof is divided into three steps, namely condition
conversion, proof of sufficiency, and proof of necessity, where the
condition conversion serves for the following two steps. Refer to
the Appendix for details. □

Lemma2. For (1) and (2), if (5) holds, then ∥yi∥[0,T ] , |xi (0)| converge
to zero exponentially.

Proof. According to Lemma 1, rQ < 1 if and only if (5) holds.
Furthermore, from [16], rQ < 1 if and only if

Qi

B < Me−ωi for

some M, ω ∈ R+, where ∥·∥B is induced by ∥·∥c [17, section 15.1].
Let z̄i = Qiz0. If rQ < 1, then ∥zi∥c ≤ ∥z̄i∥c ≤

Qi

B ∥z0∥c <

Me−ωi ∥z0∥c , where ∥zi∥c = ∥yi∥[0,T ] +|xi (0)| . So, if rQ < 1, then
∥yi∥[0,T ] , |xi (0)| converge to zero exponentially. □

3. Problem formulation

To illustrate the generality of the proposed RC scheme, we
consider the following error dynamics examined in [3,4]:

ė (t) = f (t, e) + b (t, e)
(
v (t) − v̂ (t)

)
(6)

where e (t) ∈ Rn is an error vector, v (t) = [v1 · · · vm]
T

∈

Rm is an unknown continuous-time vector function, v̂ (t) ∈ Rm

is a subsequently designed learning-based estimate of v (t) and
f (t, e) ∈ Rn and b (t, e) ∈ Rn×m are continuous vector functions
with respect to the arguments t and e. Moreover, we make the
following assumption.

Assumption 1. The unknown continuous-time function vector
v (t) is periodic, i.e.

v (t + T ) = v (t)

where T is a known period. Moreover, v (t) is within the upper and
lower bounds of a saturation function, namely

v (t) = sat (v (t))

where

sat (ξ) ≜ [satβ1 (ξ1) ...satβm (ξm)]T

satβi (ξi) =

{
ξi

sgn (ξi) βi

for |ξi| ≤ βi
for |ξi| > βi

, ∀ξi ∈ R

and sgn(·) denotes the standard signum function.
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A lemma about the saturation is needed for the analysis in the
next section, stated in the following.

Lemma 3 ([4]). For any a, b ∈ Rm, the following inequality always
holds

∥sat (a) − sat (b)∥ ≤ ∥a − b∥ .

Although Lyapunov functions are certainly useful for this prob-
lem, they have particular difficulties at the same time. In most
cases, although there exists a Lyapunov function suitable to a
general system like (7), it is often difficult to find it. For example,
under some conditions, if the trajectories of the system

ė (t) = f (t, e) (7)

satisfy (8)

∥e (t)∥ ≤ k ∥e (t0)∥ e−λ(t−t0), ∀t ≥ t0 ≥ 0 (8)

where k, λ ∈ R+, then there exists a Lyapunov function by the con-
verse Lyapunov theorem [18, pp. 163–165], which is formulated in
an assumption in the following.

Assumption 2. The origin of the error system is globally exponen-
tially stable for

ė (t) = f (t, e) . (9)

Furthermore, there exist a first-order differentiable, positive
-definite function V (t,e) and positive constants ci, i = 1, . . . , 4,
such that

c1 ∥e (t)∥2
≤ V (t,e) ≤ c2 ∥e (t)∥2 (10)

∂V
∂t

+

(
∂V
∂e

)T

f (t, e) ≤ −c3 ∥e (t)∥2 (11)∂V
∂e

 ≤ c4 ∥e (t)∥ . (12)

Assumption 3. There exist ςl, ςh ∈ R+ such that

0 < ςl ≤ ∥b (t, e)∥ ≤ ςh, ∀e ∈ Rn, ∀t ∈ R+.

Assumption 4. The function f (t, e) is a continuously differentiable
function with respect to the arguments t and e. Furthermore∂f (t, e)

∂e

 ≤ l, ∀t ∈ R+. (13)

Under Assumptions 1–4, the objective is to design a v̂ (t) ∈ Rm

subject to the saturation sat(·) for the system (6) tomake e (t) tend
to zero exponentially.

Remark 1. Assumption 2 is used to replace the inequality (8).
In fact, the positive-definite function V (t,e) does not need to be
known in the RC design. If the origin of the error dynamics (9)
is globally exponentially stable and the trajectories of the system
satisfy (8), then by the converse Lyapunov theorem, there exists
V (t,e) such that ci, i = 1, . . . , 4 can be chosen as [18, pp. 163–165]

c1 (δ) =
1 − e−2lδ

2l
, c2 (δ) =

k2
(
1 − e−2λδ

)
2λ

c3 (δ) = 1 − k2e−2λδ, c4 (δ) =
2k

λ − l

(
1 − e−(λ−l)δ) (14)

where δ is a positive constant to be chosen and l is defined in (13).

Remark 2. This remark is to show that Assumption 4 is reasonable.
Under Assumption 1, ∥v (t)∥ ≤ bβ , ∀t ∈ R+, where bβ =

[
β1 β2 · · · βm

]T . Since the learning term v̂ (t) ∈ Rm is
designed subject to the saturation sat(·) , the term satisfiesb (t, e)

(
v (t) − v̂ (t)

) ≤ 2ςhbβ (15)

∀e ∈ Rn, ∀t ∈ R+, where Assumption 3 is utilized. Based
on (15) and Assumption 2, taking the derivative of V defined in
Assumption 2 along (6) results in

V̇ ≤ −c3 ∥e (t)∥2
+ 2c4 ∥e (t)∥ ςhbβ .

By [18, Theorem 4.18, p. 172], e (t) is uniformly bounded. Accord-
ing to this fact, l in (13) depends on the bound on e (t). In this
case, the term f (t, e) is only required to satisfy the local Lipschitz
condition rather than the global Lipschitz condition. Particularly,
if the term f (t, e) satisfies the global Lipschitz condition, then l
depends on the Lipschitz constant directly.

4. Saturated D-type RC design and convergence analysis

4.1. Saturated D-type RC design

The saturated D-type RC is proposed as follows:

v̂ (t) = sat
(
v̂ (t − T ) + h (t − T )

)
v̂ (t) = 0, ∀t ∈ [−T , 0) . (16)

Here h (t) = Γ (t)
(
ė(t) − f̄ (t, e)

)
, where f̄ (t, e) is assumed to

satisfyf (t, e) − f̄ (t, e)
 ≤ γ ∥e (t)∥ , γ ∈ R+ (17)

and Γ (t) ∈ Rm×m, a continuous-time matrix on [−T , ∞) with
supt ∥Γ (t)∥ ≤ kΓ < ∞, is to make v̂ (t) continuous on [0, ∞) .

Remark 3. In most cases, f (t, e) and b (t, e) can be written
as f (t, e) = f̄ (t, e) + ∆f (t, e) and b (t, e) = b̄ (t, e) + ∆b (t, e),
where f̄, b̄ and ∆f, ∆b denote certain terms and uncertain terms,
respectively. Meanwhile, f̄ (t, e) can also be considered as an ap-
proximate function vector of f (t, e) with γ measuring the approx-
imate degree between them.

Remark 4. In the following design, the parameters in Assump-
tions 2–4 and k, λ in (8)will be taken as conditions for convergence
analysis and will not appear in the controller. The given controller
is simple with fewer parameters, which can be tuned directly in
practice.

Remark 5. It is easier to estimate ė(t − T ) than ė(t) at time t . The
term ė(t) only can use e(t − iTs) to estimate ė(t), where Ts ∈ R+

is the sampling period, i = 0, 1, . . . . The Laplace transform of the
derivative, namely s, is not a proper transfer function,1 which can-
not be realized physically. So, the approximation is often needed.
However, the term ė(t − T ) can be estimated by e(t − T − iTs),
i = 0, ±1, . . . ,± ⌊T /Ts ⌋. This can be realized physically. Adequate
calculation can be applied to obtaining the derivative of ė(t − T )
with good precision [19, p. 4], [20].

4.2. Convergence analysis

By using Assumptions 2–3 and the dynamics (6), the following
inequality is obtained as

V̇ (t, e) =
∂V
∂t

+

(
∂V
∂e

)T

f (t, e) +

(
∂V
∂e

)T

b (t, e) ṽ (t)

1 A proper transfer function is a transfer function in which the order of the
numerator is not greater than the order of the denominator.
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≤ −c3 ∥e (t)∥2
+

(
∂V
∂e

)T

b (t, e) ṽ (t)

≤ −
c3
c2

V (t, e) +
c4

√
c1

ςh

√
V (t, e)

ṽ (t)
 .

where ṽ ≜ v − v̂. By defining U (t, e) ≜
√
V (t, e) and using the

above inequality, it can be easily verified that [3], [18, p. 203]

D+U (t, e) ≤ −b1U (t, e) + b2
ṽ (t)


where b1 =

c3
2c2

and b2 =
c4

2
√
c1

ςh. Furthermore, the following
inequality results from the comparison lemma [18, pp. 102–103]
as

U (t, e) ≤ e−b1(t−t0)U (t0, e) + b2

∫ t

t0

e−b1(t−s)
ṽ (s)

 ds. (18)

On the other hand, let φ (t) = v̂ (t − T ) + h (t − T ) . By Assump-
tion 1 and the definition of h (t), one has

v (t) − φ (t) = ṽ (t − T ) − h (t − T )

= (Im − Γ (t − T ) b (t − T , e)) ṽ (t − T )

− Γ (t − T )
(
f (t − T , e) − f̄ (t − T , e)

)
. (19)

Taking norm ∥·∥ on both sides of the above equation yields

∥v (t) − φ (t)∥ ≤ b3
ṽ (t − T )

 + γ kΓ ∥e (t − T )∥ (20)

where b3 = supt ∥Im − Γ (t) b (t, e)∥. Since v (t) = sat(v (t)) by
Assumption 1 and v̂ (t) = sat(φ (t)) according to (16), one hasṽ (t)

 ≤ ∥v (t) − φ (t)∥

by Lemma 3. Then, by using the inequality (20), the inequality
above is further bounded asṽ (t)

 ≤ b3
ṽ (t − T )

 + γ kΓ ∥e (t − T )∥ (21)

by using (19). Using Assumption 2, the inequality (21) further
becomesṽ (t)

 ≤ b3
ṽ (t − T )

 + b4U (t − T ,e) (22)

where b4 =
γ kΓ
√
c1

. Define ei (τ ) ≜ e (iT + τ) , ṽi (τ ) ≜ ṽ (iT + τ) ,

andUi (τ ,e) ≜ U (iT + τ ,e) ,where i = 1, 2, . . .. Then, inequalities
(18) and (22) become

Ui (τ , e) ≤ e−b1τUi (0, e) + b2

∫ τ

0
e−b1(τ−s)

ṽi (s) dsṽi+1 (τ )
 ≤ b3

ṽi (τ )
 + b4Ui (τ , e) . (23)

Based on Lemma 2, the following theorem is obtained.

Theorem 1. For the system (6) under Assumptions 1–4, suppose the
saturated RC is designed as in (16), with the parameters satisfying

sup
t

∥Im − Γ (t) b (t, e)∥ < 1

ςhγ kΓ
1 − supt ∥Im − Γ (t) b (t, e)∥

<
c1c3
c2c4

. (24)

Then e (t) = 0 of (6) is globally exponentially stable.

Proof. Based on (23), e (t) = 0 of (6) is globally exponentially
stable if

b3 < 1 and
b2b4

b1 (1 − b3)
< 1.

One further has

b3 < 1 ⇔ sup
t

∥Im − Γ (t) b (t, e)∥ < 1

b2b4
b1 (1 − b3)

< 1 ⇔ (24). □

The next step is to replace c1c3
c2c4

in (24) by k, λ, l, δ. Before pro-
ceeding further with the development of this work, the following
lemma is needed.

Lemma 4. Under Assumptions 2, 4, if the trajectories of the system
(9) satisfy (8), then 0 < λ ≤ l.

Proof. This proof can be shown by contradiction. By using Assump-
tion 4, e (t) , the solution of (9), satisfies that e−l(t−t0) ∥e (t0)∥ ≤

∥e (t)∥ ≤ ∥e (t0)∥ el(t−t0) [18, p. 107]. Since the trajectories of the
system (9) satisfy (8), one has e(λ−l)(t−t0) ≤ k. If l < λ, then k <
e(λ−l)(t−t0) when t ≥ t0 +

1
λ−l ln k. This contradicts e(λ−l)(t−t0) ≤ k.

Thus λ ≤ l. □

Theorem2. The origin of the error system (9) is globally exponentially
stable with the trajectories satisfying (8). Considering the system (6)
with Assumptions 1–4 under the control law (16), if

sup
t

∥Im − Γ (t) b (t, e)∥ < 1

ςhγ kΓ
1 − supt ∥Im − Γ (t) b (t, e)∥

< g
(
δ∗

)
(25)

then e (t) = 0 of (6) is globally exponentially stable. Here δ∗
=

argmax
δ> ln k

λ
g (δ) , where

g (δ) =
c1 (δ) c3 (δ)

c2 (δ) c4 (δ)
(26)

with c1, . . . , c4 defined in (14).

Proof. The free parameter δ in (6) can be chosen through the
solution to an optimization problem as follows:

max
δ

g (δ) =
c1 (δ) c3 (δ)

c2 (δ) c4 (δ)

s.t.
c2 (δ) − c1 (δ) ≥ 0

ci (δ) > 0
δ > 0 i = 1, . . . , 4

. (27)

Since k ≥ 1 (note that (8) when t = t0) and 0 < λ ≤ l
by Lemma 4, the inequality c1 (δ) ≤ c2 (δ) and the inequalities
ci (δ) > 0, i = 1, 2, 3, 4 will always be satisfied with δ > 0. If
δ satisfies δ > ln k

λ
, then c3 (δ) > 0. Therefore, the optimization

problem (27) is simplified as follows:

max
δ> ln k

λ

g (δ) =
c1 (δ) c3 (δ)

c2 (δ) c4 (δ)
.

Let δ∗
= argmax

δ> ln k
λ

g (δ) . If (25) holds, then there exist ci (δ∗) ,

i = 1, 2, 3, 4 satisfying (24). The proof is now concluded by an
application of Theorem 1. □

Remark 6. In light of the idea in [15], the saturated D-type RC
control law (16) can also be updated based only on the steady-
state output so that the convergence condition ismore relaxed and
monotonic convergence in the repetitive domain can be achieved.
In this case, only the condition supt ∥Im − Γ (t) b (t, e)∥ < 1 needs
to be retained. Interested readers can refer to [15] for details.
However, the price to bepaid is the increase in number of repetitive
trials.

5. Robotic manipulator tracking example

5.1. Problem formulation

The dynamics of an m-degree-of-freedom manipulator are de-
scribed by the following differential equation

D (q (t)) q̈ (t) + C (q (t) , q̇ (t)) q̇ (t) + G = τ (t) + v (t) (28)
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where q (t) ∈ Rm denotes the vector of generalized displacements
in robot co-ordinates, τ (t) ∈ Rm denotes the vector of generalized
control input forces in robot coordinates; D (q (t)) ∈ Rm×m is
the manipulator inertial matrix, C (q (t) , q̇ (t)) ∈ Rm×m is the
vector of centripetal and Coriolis torques and G (q (t)) ∈ Rm is
the vector of gravitational torques; v ∈ C1

PT ([0, ∞) ;Rm) is a T -
periodic disturbance. It is assumed that only q (t) and q̇ (t) are
available from measurements. Define a filtered tracking error as

e (t) = ˙̃q (t) + q̃ (t) (29)

where q̃ (t) = qd (t) − q (t) , and qd (t) is a desired trajectory.
The following assumptions are needed, which are common to

robot manipulators [3–5].
(A1) The inertial matrix D (q (t)) is symmetric, uniformly posi-

tive definite and bounded, i.e.,

0 < λDIm ≤ D (q (t)) ≤ λ̄DIm < ∞, ∀q (t) ∈ Rm (30)

where λD and λ̄D are positive real numbers.
(A2) The matrix Ḋ (q (t)) − 2C (q (t) , q̇ (t)) is skew-symmetric,

hence

xT
(
Ḋ (q (t)) − 2C (q (t) , q̇ (t))

)
x = 0, ∀x ∈ Rm.

For a given desired trajectory qd ∈ C2
PT ([0, ∞) ;Rm), our objec-

tive is to design a controller such that limt→∞ e (t) = 0.

Remark 7. From (29), it is known that both q̃ (t) and ˙̃q (t) can be
viewed as outputs of a stable system with e (t) as input, which
means that q̃ (t) and ˙̃q (t) are bounded or approach zero if e (t)
is bounded or approaches zero. Assumptions (A1)–(A2) are com-
monly satisfied by a robot manipulator.

5.2. Model transformation

Design τ (t) as

τ (t) = D (q (t)) q̈e (t) + C (q (t) , q̇ (t)) q̇e (t) + G + Pe (t) + v̂ (t)
(31)

where q̇e (t) = q̇d (t) + q̃ (t) , q̈e (t) = q̈d (t) + ˙̃q (t) , P ∈ Rm×m

is a positive definite matrix, and v̂ (t) ∈ Rm is the estimate of
v (t) . By employing (31), the filtered error dynamics are obtained
as follows:

D (q (t)) ė (t) + C (q (t) , q̇ (t)) e (t) = −Pe (t) +
(
v (t) − v̂ (t)

)
.

(32)

Furthermore, the system above can be written in the form of (6)
with

f (t, e) = −D−1 (q (t)) (C (q (t) , q̇ (t)) e (t) + Pe (t))

b (t, e) = D−1 (q (t)) . (33)

5.3. Verification of assumptions

Since v ∈ C1
PT ([0, ∞) ;Rm) is a T -periodic disturbance, As-

sumption 1 holds. Define a Lyapunov function

V (t, e) =
1
2
eT (t)D (q (t)) e (t) . (34)

Then
1
2
λD ∥e (t)∥2

≤ V (t, e) ≤
1
2
λ̄D ∥e (t)∥2 .

By skew-symmetry of matrix Ḋ (q (t))−2C (q (t) , q̇ (t)) , the time
derivative of V (t, e) along (6) with (33) is evaluated as

V̇ (t, e) ≤ −eT (t) Pe (t) (35)

∂V
∂e

 ≤ λ̄D ∥e (t)∥ . (36)

Therefore, Assumption 2 is satisfied. Since
1
λ̄D

≤ ∥b (t, e)∥ ≤
1
λD

Assumption 3 holds. If e (t) is bound, then q (t) , q̇ (t) are bound by
(29). In this case, Assumption 4 holds.

5.4. Control design

Design τ (t) as

τ (t) = D̄ (q (t)) q̈e (t) + C̄ (q (t) , q̇ (t)) q̇e (t) + Ḡ + Pe (t) + v̂ (t)

v̂ (t) = sat
(
v̂ (t − T ) + h (t − T )

)
, v̂ (t) = 0, ∀t ∈ [−T , 0) (37)

where h (t) = Γ (t)
(
ė(t) + D̄−1 (q (t))

(
C̄ (q (t) , q̇ (t)) e (t)

+ Pe (t)
))
. Here D̄, C̄, Ḡ are the plant parameters known to the

designer.

5.5. Numerical simulation

The robot, the initial condition, tracking task and disturbance
used for a 3-degree-of-freedommanipulator are the same as in [9],
where parameters Jp = 0.8, l2 = 2, l3 = 1, and g = 9.8. However,
they are only known approximately by the designer as follows:

l̄2 = l2 + 0.2 ∗ randn, l̄3 = 1 + 0.2 ∗ randn,

J̄p = Jp + 0.2 ∗ randn, ḡ = 9.8 (38)

where randn is a normally distributed random number with mean
0 and standard deviation 1 for simulation purpose. With them,
D̄, C̄, Ḡ are obtained. In (37), choose P to be P ≡ 10I3 and design
v̂ (t) according to (16) as

v̂ (t) = sat
(
v̂ (t − T ) + h (t − T )

)
where

h (t) = 0.3ke (t) D̄−1 (q (t))
(
ė(t) + D̄−1 (q (t))(

C̄ (q (t) , q̇ (t)) + Pe (t)
))

ke (t) =

⎧⎪⎪⎨⎪⎪⎩
0

2π t
3
1

t ∈ [−T , 0)

t ∈ [0, T )

t ∈ [T , ∞) ,

β1 = β2 = β3 = 10.

For tracking performance comparison, the performance index is
introduced as Jk ≜ supt∈[(k−1)T ,kT ]

q̃ (t)
 , where k = 1, 2, . . . . As

seen in Fig. 1, the performance index Jk approaches 0 as k increases
with four different sets of parameters (l̄2, l̄3, J̄p). These imply that
q̃ (t) approaches 0 as t → ∞. This result is consistent with the
conclusion in Theorem 1.

5.6. Discussion

For the considered problem or some linear systems with weak
nonlinear terms, the (high gain) feedback control with nonlinear
compensation can oftenmake the error dynamics (9) exponentially
stable (based on Lyapunov analysis). Readers also can refer to [21]
for a similar example. Although Assumptions 1–4, in Section 5.3
are verified one by one based on the Lyapunov function (only used
for analysis), it should be noticed that the information about the
Lyapunov function does not appear in the designed controller (37).
Honestly, the Lyapunov analysis cannot be replaced to prove the
exponential stability in theory. But, in practice, the data-based
method can be used to findmore real parameters related to the ex-
ponential convergence. What is more, parameters in the proposed
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Fig. 1. Change of maximum Euclidean norm of error with the ith period with four different sets of parameters (l̄2, l̄3, J̄p).

controller can be adjusted online, where f̄ (t, e) can be identified
more and more accurate by using data.

In the following, the conditions in Theorem 2 will be verified
only by the data acquired from the system. The inequality (8) can
be written as

ln
∥e (t)∥
∥e (0)∥

≤ κ − λt, t ≥ 0 (39)

where t0 = 0 and κ = ln k. For the dynamics of the m-degree-
of-freedommanipulator here, 50 trajectories of the corresponding
error dynamics (9) are simulated and plotted in Fig. 2 with random
initial conditions. As shown, the term ln (∥e (t)∥ /∥e (0)∥ ) finally
goes down linearly with respect to time t . This roughly implies
that the origin of the error dynamics (9) is exponentially stable
for this example. According to Fig. 2, the parameters are chosen
as k = 1.05 and λ = 3. By simulation, one further has ςh = 1,
l = 10.1 and supt ∥I3 − 0.3b (t, e)∥ = 0.9. With the parameters
above, the function g (δ) defined in (26) is plotted in Fig. 3. As
shown, g (δ) reaches the maximum g (δ∗) = 0.966 with δ∗

=

0.0463. The condition (25) is satisfied when γ < 0.322. This gives
the requirement on the nominal system f̄ (t, e).

6. Conclusion

This paper presents a saturated D-Type RC for a class of non-
linear systems. To bypass the difficulties in finding Lyapunov func-
tions, a contraction mapping method based on spectral theory is
proposed to analyze the closed-loop system. The proposed conver-
gence condition for the closed-loop systemdepends on parameters
of trajectories (refer to the definition of c1, c2, c3, c4 defined in
(14)) rather than the concrete forms of the Lyapunov functions.
The feasibility of our work is demonstrated through a robotic
manipulator tracking example. Since the analysis for the nonlinear
RC system is similar to that of ILC scheme, it bridge the gapbetween
RC and ILC.
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Appendix

(1) Condition conversion: if and only if (5) holds, then Φ (z) ̸= 0,
∀ |z| ≥ 1, z ∈ C, where Φ (z) is defined in (48). From the compact
maps of spectral theory [17, p. 238, section 21.2], [22], it can be
concluded that either rQ < 1 or ∃z1 ∈ σ (Q) , |z1| ≥ 1 is satisfied.
If the case of |z| ≥ 1 is excluded, then rQ < 1 holds. It implies
rQ < 1 if and only if the solutionw to the following equation

(Q − zI)w = 0, ∀ |z| ≥ 1 (40)

is unique zero, where

w =

(
w1
w2

)
∈ R × C ([0, T ] ,R)

and I and 0 are unit operator and zero respectively inR×C ([0, T ] ,
R). Before proceeding further, Eq. (40) is converted into an equiv-
alent form that is more convenient for the proofs of sufficiency and
necessity. Writing out (40) yields

e−a1Tw1 − zw1 + a2

∫ T

0
e−a1(T−s)w2 (s) ds = 0

(41)

a4e−a1τw1 + a3w2 (τ ) − zw2 (τ ) + a2a4

∫ τ

0
e−a1(τ−s)w2 (s) ds = 0

(42)

where τ ∈ [0, T ] . Let

µ (τ) = e−a1τw1 + a2

∫ τ

0
e−a1(τ−s)w2 (s) ds, τ ∈ [0, T ] .

Then

µ̇ (τ ) = −a1µ (τ) + a2w2 (τ ) . (43)

By noticing the definition of µ (τ) and (41), it is easy to get

µ (0) = w1, µ (T ) = λw1. (44)

On the other hand, Eq. (42) becomes

w2 (τ ) =
a4

z − a3
µ (τ) . (45)
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Fig. 2. The term ln ∥e (t)∥ /∥e (0)∥ finally goes down linearly with respect to time t .

Fig. 3. The function g (δ) varies with respect to δ.

Combining (43) and (45) results in

µ̇ (τ ) = −

(
a1 − a2

a4
z − a3

)
µ (τ) .

Consequently,

µ (τ) = e−

(
a1−a2

a4
z−a3

)
τ
µ (0) . (46)

Finally, by using (44), Eq. (46) further becomes

Φ (z) w1 = 0 (47)

where

Φ (z) ≜ 1 −
1
z
e−

(
a1−a2

a4
z−a3

)
T
. (48)

And, using (44), (45), (46) yields

w2 (τ ) =
a4

z − a3
e−

(
a1−a2

a4
z−a3

)
τ
w1. (49)

Observed from (47), ifΦ (z) ̸= 0, ∀ |z| ≥ 1, then the solutionw1 to
Eq. (47) is zero andw2 (τ ) ≡ 0 consequently according to (49). This
implies rQ < 1 if and only if Φ (z) ̸= 0, ∀ |z| ≥ 1. Therefore, the
lemma is rephrased equivalently that if and only if (5) holds, then
Φ (z) ̸= 0, ∀ |z| ≥ 1.

(2) Proof of sufficiency: if (5) holds, then Φ (z) ̸= 0, ∀ |z| ≥ 1.
If a3 < 1, then the definition (48) makes sense as z − a3 ̸= 0,
∀ |z| ≥ 1. Let z = α + βi, where α, β ∈ R. For ∀T > 0, |z| ≥ 1,
one has

|Φ (z)| ≥ 1 −

⏐⏐⏐⏐1z e−

(
a1−a2

a4
z−a3

)
T
⏐⏐⏐⏐

≥ 1 − e−q(α,β)T (50)

where q (α, β) = a1 − a2a4
α−a3

(α−a3)2+β2 . It is easy to verify that
1 − e−q(α,β)T achieves the minimum at α∗

= 1, β∗
= 0. Thus

the inequality 1 − e−q(α∗,β∗)T > 0 implies Φ (z) ̸= 0 by (50).
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Simplifying 1 − e−q(α∗,β∗)T > 0 results in
a2a4

a1 (1 − a3)
< 1. (51)

This concludes the proof of sufficiency.
(3) Proof of necessity: if Φ (z) ̸= 0, ∀ |z| ≥ 1, then (5) holds. This

necessary condition is proved by contradiction, i.e., there exists a z∗

such that |z∗| ≥ 1 and Φ (z∗) = 0, if a3 ≥ 1 or a2a4
a1(1−a3)

≥ 1. The
condition (a3 ≥ 1 or a2a4

a1(1−a3)
≥ 1) is covered by two cases, namely

Case 1: a3 ≥ 1 and Case 2: a3 < 1 and a2a4
a1(1−a3)

≥ 1. As a result,
the proof of necessity can be divided into the proof of Case 1 and
the proof of Case 2. (1) Proof of Case 1: a3 ≥ 1. Let z1 = a3 + ϵa3 ,

z2 =
1

ϵa3
, z1, z2 ∈ R+. For any T > 0, if ϵa3 > 0 is small enough,

then

Φ (z1) = 1 −
1

a3 + ϵa3
e
−

(
a1−a2

a4
ϵa3

)
T

< 0

Φ (z2) = 1 − ϵa3e
−

⎛⎝a1−a2
a4

1
ϵa3

−a3

⎞⎠T

> 0.

Since Φ (z) is continuous with respect to z ∈ R and 1 < z1 < z2,
there always exists a z∗

∈ (z1, z2) such that Φ (z∗) = 0 according
to the mean value theorem. (2) Proof of Case 2: a2a4

a1(1−a3)
≥ 1 and

a3 < 1. In this case, Φ (1) = 1 − e−

(
a1−a2

a4
1−a3

)
T

≤ 0. On the other

hand, Φ (z0) = 1 −
1
z0
e−

(
a1−a2

a4
z0−a3

)
T

> 0 with a large enough
z0 ∈ R+. Therefore, there always exists a z∗

∈ [1, z0) such that
Φ (z∗) = 0. Proofs of Cases 1–2 conclude the proof of necessity.
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