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Indoor Multi-Camera-Based Testbed for
3-D Tracking and Control of UAVs

Heng Deng, Qiang Fu, Quan Quan , Kun Yang, and Kai-Yuan Cai

Abstract— Flight testbeds with multiple unmanned aerial
vehicles (UAVs) are especially important to support research on
multi-vehicle-related algorithms. The existing platforms usually
lack a generic and complete solution allowing for software and
hardware design. For such a purpose, this paper presents the
design and implementation of a comprehensive multi-camera-
based testbed for 3-D tracking and control of UAVs. First,
the testbed software consists of a multi-camera system and
a ground control system, which performs image processing,
camera calibration, 3-D reconstruction, pose estimation, and
motion control. In the multi-camera system, the positions and
orientations of UAVs are first reconstructed by using epipolar
geometric constraints and triangulation methods and then filtered
by an extended Kalman filter (EKF). In the ground control
system, a classical proportional–derivative (PD) controller is
designed to receive the navigation data from the multi-camera
system and then generates control commands to the target
vehicles. Then, the testbed hardware employs smart cameras
with field-programmable gate array (FPGA) modules to allow
for real-time computation at a frame rate of 100 Hz. Lightweight
quadcopter Parrot Bebop drones are chosen as the target UAVs,
which does not require any modification to the hardware.
Artificial infrared reflective markers are asymmetrically mounted
on target vehicles and observed by multiple infrared cameras
located around the flight region. Finally, extensive experiments
are performed to demonstrate that the proposed testbed is
a comprehensive and complete platform with good scalability
applicable for research on a variety of advanced guidance,
navigation, and control algorithms.

Index Terms— 3-D tracking, extended Kalman filter (EKF),
indoor flight testbed, multi-camera system, unmanned aerial
vehicles (UAVs), visual feedback.

I. INTRODUCTION

IN recent years, there has been growing attention
in unmanned aerial vehicles (UAVs) in both acad-

emic research and industrial applications covering a range
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of mission scenarios, such as search and rescue [1],
path planning [2], [3], performance assessment [4], [5], target
tracking [6], [7], and formation flight [8], [9]. Besides, a great
variety of guidance, navigation, and control algorithms are
developed to implement autonomous and intelligent flight.
However, many algorithms are only tested and validated with
simple simulations or data sets, which are not as convincing as
experimental verification. Therefore, the performance verifica-
tion of algorithms through real flight experimentation plays an
important role.

Most autonomous flight tests are performed in an out-
door environment with the aid of some reliable navigation
systems, such as the global positioning systems (GPSs) or
integrated navigation systems fusing GPS signal with iner-
tial information [10], [11]. Nevertheless, these outdoor flight
tests require wide flight area and reliable signal transmission
and must be tolerant of the unpredictable weather condition.
Besides, the safety of the UAV and people around is not guar-
anteed in outdoors since the GPS signals may be unavailable or
sufficiently reliable in some confined areas, such as buildings
and forests. Even if reliable GPS signals were available,
it would be combined with a precise map of the surrounding
areas to perform safe and stable trajectories. Accordingly,
an indoor flight testbed using vision method is emerging as
a promising solution recently since the vision-based method
can gather rich information and span a wide field of view.
Besides, the indoor testbed ensures the safety of flight test by
adding protective measures, and the indoor environment can
be easily controlled according to specific requirements [12].

For such a purpose, much progress has been made to verify
advanced approaches and algorithms in the development of
indoor flight testbeds for UAVs. A comprehensive survey on
robotics testbeds is presented in [13]. To be specific, the MIT
indoor multi-vehicle flight testbed [14] is developed to study
long-duration UAV health management issues, such as fault
detection, isolation, and recovery in a controlled environment.
The testbed measures the position and orientation of markers
installed on the UAV by a Vicon motion capture system, and it
is verified that six-camera configuration can accurately track at
least four UAVs and multiple ground vehicles in a 5 × 5 × 2 m
flight volume. Although it has a high estimation accuracy and
can handle multiple vehicles, it requires expensive equipment,
including a high-resolution motion capture system with mul-
tiple smart cameras. A localization system has been proposed
for an indoor rotary-wing micro aerial vehicle (MAV) using
three onboard blade LEDs and a base station-mounted active
vision unit in [15]. The base station tracks the ellipse formed
by a pair of cyan LEDs for five-degree of freedom (DoF)

0018-9456 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on September 25,2020 at 07:01:52 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-8216-8998


3140 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 69, NO. 6, JUNE 2020

pose estimation with yaw estimation from the red LED by
analyzing the captured images. The most significant advantage
of the localization system is the unique LED configuration
allowing six-DoF pose estimation by using only three LEDs
and one camera. Michael et al. [16] have developed a Gen-
eral Robotics, Automation, Sensing, and Perception (GRASP)
multiple-UAV testbed to support advanced research on coor-
dinated, dynamic flight with broad applications. They aim at
designing novel control methods and algorithms in the inter-
actions among multiple UAVs. Oh et al. [17] have presented
the control of an indoor UAV with four color markers using
multi-camera visual feedback with multiple cameras. The
visual feedback is employed by the development of an indoor
flight testbed that uses only two low-cost cameras allowing
the full six-DoF pose estimation and a classical proportional–
integral–derivative (PID) controller. Tomer et al. [18] have
developed a low-cost indoor multirotor adaptive navigation
testbed with a suite of 12 small omnidrive robots tracked via a
multi-camera OptiTrack system with its Motive optical motion
capture software.

The testbeds mentioned earlier have some limitations that
inhibit their utility. Most platforms rely heavily on the expen-
sive commercial high-resolution motion capture systems, and
it is difficult to modify the positioning systems to consider
more specific applications. Moreover, most of the target vehi-
cles are self-designed or modified, which may slow down the
research process to adjust the internal structure and onboard
sensing. Thus, such platforms usually lack a generic and
complete solution allowing for software and hardware design.
For such a purpose, this paper proposes a comprehensive
indoor multi-camera-based testbed, including customized soft-
ware and hardware to provide the pose estimation of the
target UAVs and autonomously control the vehicles. The 3-D
positions and orientations of the UAVs are estimated by using
a multi-vision algorithm and an extended Kalman filter (EKF),
and then, the visual feedback information is sent to the testbed
to control the target vehicles. The proposed testbed is low cost
and easy to use with high-precision estimation and control
accuracy. Lightweight commercial quadcopter Parrot Bebop
drones [19] are chosen as the target UAVs with available
software development kit (SDK), which does not require
special requirements or any modification to the hardware, and
accurate state measurement and robust attitude control can be
provided during flight operations. Therefore, extensive indoor
flight tests can be repeatedly conducted in a short period.
Different from the testbed of [17], the proposed testbed uses
the infrared reflective markers instead of colored markers,
which makes the marker detecting process more simple and
robust to illumination. Besides, since the field-programmable
gate array (FPGA) has become a widely used platform for
smart camera implementations to perform a variety of embed-
ded vision tasks [20]–[23] due to the superior performance
in hardware acceleration, it is easier to scale up the system
since the image processing is implemented on an FPGA inside
individual camera to reduce the processing time and decrease
the bandwidth greatly.

The contributions of this paper are as follows.

Fig. 1. Definitions of the coordinate frames in the testbed.

1) A comprehensive and generic multi-camera-based test-
bed for 3-D tracking and control of UAVs is proposed.

2) A complete description to the testbed software, includ-
ing a multi-camera system and a ground control sys-
tem, is provided, and the source code of the ground
control system in a Simulink model is available at
https://github.com/DengMark/BebopTest.

3) The testbed hardware solution is low cost and easy to
implement.

4) The testbed provides a generic and complete solution for
multi-camera based flight platforms with good scalabil-
ity applicable for research on a great variety of advanced
guidance, navigation, and control algorithms.

The remainder of this paper is organized as follows.
Section II gives an overview of the proposed testbed archi-
tecture, components, and operation procedure, followed by the
testbed software design III, including the multi-camera system
design and the ground control system design. Then, the testbed
hardware design is described in Section IV. Finally, Section V
shows the experimental results of the proposed indoor testbed
using multi-camera visual feedback, and Section VI gives the
conclusions and future research work.

II. PROBLEM STATEMENT

A. Coordinate Frames

Note that the notations and definitions in this paper are
consistent with that in [24]. For simplicity, consider a UAV
attached with some infrared reflective markers flying in the
view of a multi-camera system in Fig. 1, where there are
three coordinate frames involved: earth-fixed coordinate frame
(EFCF), aircraft-body coordinate frame (ABCF), and cam-
era coordinate frame (CCF). The EFCF {e} = {oexe yeze}
denotes a right-hand frame with the coordinate origin oe

located on the horizontal ground plane, which is determined
during the calibration process. The EFCF is employed to
express UAV’s states relative to the global frame. The ABCF
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Fig. 2. Indoor multi-camera-based testbed configuration.

{b} = {obxb ybzb} is a right-hand frame fixed to the vehicle.
The center of gravity (CoG) of the vehicle is chosen as
the origin ob of frame {b}. The onboard reflective markers
are denoted by P j ( j = 1, · · · , Np). The CCF {ci } =
{oci xci yci zci }, (i = 0, 1, · · · ,M − 1) is attached to each
external camera with its origin oci located in the camera
optical center and the oci zci -axis aligned with the optical axis.
Within this research, the main job is first to calibrate the
transformation between each CCF and EFCF, then estimate
the pose between ABCF and EFCF accurately with the image
information in each CCF, and finally control the UAV with
ABCF fixed.

B. Testbed Architecture and Components

Since the focus of the proposed testbed is to provide
an accurate and accessible platform to test a variety of
vision-based algorithms in a real-time environment, the objec-
tive of this paper is to develop an accurate, efficient and robust
pose estimation method for 3-D tracking of UAVs, serving as
the visual feedback to enable autonomous flight. As shown
in Fig. 2, the proposed testbed has four major components:
a multi-camera system, a ground control system, onboard
infrared reflective markers, and target UAVs. The multi-camera
system providing accurate pose consists of multiple external

cameras with infrared pass filters, an infrared light source
to enhance light intensity, a synchronization trigger to syn-
chronize image data from multiple cameras, and a navigation
computer to run main visual algorithms. The ground control
system with a control computer running robotics operation
system (ROS) [25] is to receive the navigation data from the
multi-camera system and then to upload the calculated control
commands to the target UAV through wireless local area
network (LAN). The reflective markers are asymmetrically
mounted on the target UAVs and to be observed by infrared
cameras with infrared-pass filters to provide reliable and easy-
to-extract image features for the pose estimation. With at least
four markers on the target vehicles and the corresponding
observations in multiple cameras, the 3-D position and
orientation can be obtained in real time.

Remark 1: The number and configuration of cameras remain
as an important and complex factor in the testbed [26], [27].
In practice, a marker can be reconstructed when it is visible
from at least two cameras. Besides the visibility problem,
the reconstruction error depends on the convergence angle of
two cameras [28]. In the proposed testbed, the cameras are just
empirically placed to satisfy the visibility demands, while the
optimal camera placement problem remains to be researched
in the future.
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Fig. 3. Operation procedure of the indoor multi-camera testbed.

Remark 2: The configuration of the markers, namely,
the placement of them on the target UAVs, is also an important
factor in the testbed. The fundamental principle is that the
arrangement is arbitrary, but it must be asymmetric. In addi-
tion, they should not lie in a plane to reduce the ambiguities
of the pose estimation. To increase precision, the center of
the markers should be identical to the CoG of the vehicles.
As a result, the marker configuration in the initialization of
estimation is more accurate. Besides, the markers should be
visible from as more cameras as possible.

C. Operation Procedure

As shown in Fig. 3, the operation procedure of the proposed
indoor testbed begins with the multi-camera setup, including
the setup of all the cameras and computers. Then, the multi-
camera calibration is executed to describe a mapping between
the 3-D space feature and the corresponding 2-D image
pixel, followed by the arrangement of the onboard markers
to the target UAV. The three procedures are operated off-line
before the UAV takes off, aiming to constitute a global frame
coordinate, namely, the EFCF for the estimation algorithm
in the following. When the flight test starts, the estimation
algorithm starts working. First, all the images of the onboard
markers are captured and sent to the navigation computer.
Then, by processing the obtained images, the exact pixel
positions of the detected markers with respect to the image
frame are obtained. Since the marker configuration and ini-
tial correspondence can be estimated during the initialization
process, the pose of the UAV, including 3-D position and
orientation, can be estimated by using an EKF with the
process model and visual measurement model. After that,
the estimated pose of the UAV is broadcast and published in
the wireless LAN, subscribed by the Simulink model1 in the
control computer via ROS. Finally, the control computer will
deal with the visual feedback and return a control command
to the UAV.

III. TESTBED SOFTWARE DESIGN

This section presents the testbed software design, includ-
ing the design of a multi-camera system and a ground

1Simulink is a block diagram environment for simulation and model-based
design, which provides a graphical editor, customizable block libraries, and
solvers for modeling. This paper employs the Robotics System Toolbox (RST)
to establish communication between the Simulink model and the ROS-enabled
UAV.

control system. In addition, the software framework of the
proposed indoor flight testbed is clarified.

A. Multi-Camera System Design

This section describes the multi-camera system design.
First, the image processing is presented. Then, the main cam-
era calibration based on a generic camera model suitable for
conventional cameras and fish-eye lens cameras is explained.
Finally, the pose estimation based on an EKF is proposed.

1) Image Processing: Image processing is the first and
essential step in the vision algorithm. Only after image
processing, the integrated vision data are employed by the
camera calibration and pose estimation in the following. The
goal of image processing is to deal with the input images
to extract and locate the onboard markers. This process
includes: 1) thresholding and smoothing the greyscale images;
2) segmenting the markers out of the background; 3) extracting
the target features; and 4) matching these features. In order
to simplify and speed up the image processing procedure,
the design of the markers must be distinctive to make it
easy to identify and segment from the background. Besides,
the infrared light reflective markers are employed to reduce
noise and disturbance.

Remark 3: There is an alternative to accelerate the image
process in terms of hardware design. Smart cameras can
be utilized instead of conventional cameras. The difference
between them is that the image processing can be run on the
computer unit of the smart cameras, and only the locations
of feature points are sent to the navigation computer. Thus,
it constitutes a decentralized multi-camera system. The signif-
icant advantage of decentralization is that less burden will be
left to the navigation computer by reducing image processing
time and the bandwidth of the network will decrease. In order
to scale up the proposed system, i.e., increasing more external
cameras and broadening the effective range, smart cameras
are employed in the testbed. Thus, any number of cameras
can be theoretically utilized on the condition that the total
bandwidth is within the range of the LAN. Besides, in real
experiments, the frame update rate is only up to 40 Hz
with four conventional cameras, while for the smart cameras,
the update rate can raise up to 100 Hz with eight cameras.
Finally, smart cameras are utilized in the proposed testbed.

2) Camera Calibration:
a) Generic camera model: This paper considers a generic

camera model suitable for conventional cameras and fish-eye
lens cameras to describe a mapping between the 3-D space
points and 2-D image pixels based on the work of [29]. The
generic camera model is a more flexible radially symmetric
projection model compared with the commonly used perspec-
tive projection model. The generic camera model is shown
in Fig. 4(a). It mainly describes the nonlinear mapping from
the incoming rays to the normalized image coordinates taking
the radial distortion into account, which is defined as[

x
y

]
= r(θ)

[
cosϕ
sinϕ

]
(1)

where θ, ϕ ∈ R is the direction of the incoming ray and θ
is the angle between the principal axis and the incoming ray,
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Fig. 4. (a) Generic camera model. The image of the point cP is p by a fish-eye camera, whereas it would be p� by a pinhole camera. (b) Detailed projection
procedure of the proposed generic camera model, taking the rotation and translation of the 3-D point eP into account.

Fig. 5. Epipolar geometric constraints.

and r ∈ R+ is the distance between the image point and the
principal point that has a general form as

r(θ) = k1θ + k2θ
3 + k3θ

5 + k4θ
7 + k5θ

9 + · · · (2)

where k1, k2 · · · ∈ R are certain coefficients to be calibrated
in which the first coefficient k1 represents the focal length.

In summary, the basic form of the generic camera model
can be written as

p = G
(
k1, k2,mu,mv , u0, v0, k3, k4, k5,Rc

e,Tc
e,

e P
)

(3)

where the nonlinear function G(·) projects the 3-D space point
eP ∈ R

3 with respect to the EFCF into the 2-D image point
p ∈ R

2, the parameter (mu,mv ) ∈ Z+ is the number of
pixels per unit distance in horizontal and vertical directions,
respectively, and (u0, v0) ∈ R+ is the principal point of the
image. As for the parameters of the function G(·), the first nine
parameters (k1, k2,mu ,mv , u0, v0, k3, k4, and k5) are called
the intrinsic parameters that describe the mapping from the
point cP ∈ R

3 with respect to the CCF to the image point p,
while the remaining parameters (Rc

e ∈ R
3×3,Tc

e ∈ R
3) are

the corresponding extrinsic parameters that are the rotation

and translation transformation matrices from the EFCF to the
CCF. The specific detailed projection procedure of the generic
camera model is shown in Fig. 4(b).

b) Epipolar geometric constraint: As shown in Fig. 5,
the epipolar geometric constraint is the geometric constraint
between two cameras. Suppose that 3-D features A j ,B j ,
and C j are projected to the corresponding 2-D image point
a0 j ,b0 j , and c0 j on the unit hemisphere centered at oc0 and
a1 j ,b1 j , and c1 j on the unit hemisphere centered at oc1 .
Without loss of generality, assume that a 3-D point M j is
projected to m0 j = [sin θ0 j cosϕ0 j sin θ0 j sin ϕ0 j cos θ0 j ]T ∈
R

3,m1 j = [sin θ1 j cosϕ1 j sin θ1 j sin ϕ1 j cos θ1 j ]T ∈ R
3 on

the unit hemisphere centered at oc0 and oc1 , respectively. Thus,
the epipolar geometric constraint is formulated as

mT
1 j

[
Tc1

c0

]
×Rc1

c0
m0 j = 0 (4)

where Rc1
c0 ∈ R

3×3 and Tc1
c0 ∈ R

3 are the rotation and transla-
tion matrices from the left camera {c0} to the right camera {c1},
respectively. The symbol × represents the skew-symmetry
operation. For simplicity, define Ec1

c0 = [Tc1
c0]×Rc1

c0 as the
essential matrix between the two cameras. Then, (4) can be
simplified as

mT
1 j E

c1
c0

m0 j = 0. (5)

The point correspondences (M j ,m0 j , and m1 j ) can be
(A j , a0 j , and a1 j ), (B j ,b0 j , and b1 j ) or (C j , c0 j , and c1 j ) for
instances, as shown in Fig. 5. According to (5), the epipolar
geometric constraint depends only on the intrinsic parameters
and relative pose of the cameras, while it does not rely at
all on the scene structure. There are at least two potential
applications. First, given an image point p in the left cam-
era (or in the first view), the constraint can determine the
position of the corresponding p� in the right camera (or in
the second view) combined with the knowledge of the relative
transformation matrix, which will give a prediction about the
corresponding image point, making the tracking more accurate
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Fig. 6. Calibration kits. (a) Three-marker wand to calibrate the intrinsic and extrinsic parameters. (b) Four-marker triangle board to determine the EFCF.

Fig. 7. Flow diagram of the pose estimation.

Fig. 8. Closed-loop control diagram in the proposed testbed.

and faster. Second, if the intrinsic camera parameters are
known, given the point correspondences between two cameras
(or two consecutive views by one camera), the transformation
matrix between two cameras can be obtained up to a finite
number of ambiguities. Then, the ambiguity can be solved
by comparing each possible 3-D reconstruction with the true
scene structure.

c) 3-D Reconstruction: Based on the epipolar geometric
constraint mentioned earlier, 3-D reconstruction is to recover
the location of a 3-D feature with respect to EFCF from a
set of point correspondences of two cameras. More explicitly,
supposing that a set of point correspondences m0 j ←→ m1 j

Fig. 9. Software framework of indoor flight control testbed.

with respect to the same 3-D space point Mj captured by two
cameras, the reconstruction objective is to find the camera
matrices P0,P1 as well as the 3-D point Mj such that

s0m0 j = P0M j , s1m1 j = P1M j (6)

where s0, s1 are scaling factors and P0 = [I303×1] ∈ R
3×4,

P1 = [Rc1
c0 Tc1

c0 ] ∈ R
3×4. The method for 3-D reconstruction

from two views is summarized as follows.
1) Compute the essential matrix Ec1

c0 from point correspon-
dences based on the epipolar geometric constraint [see 5]
using the normalized eight-point algorithm [30].

2) Recover the camera transformation matrices Rc1
c0 and Tc1

c0

from the essential matrix Ec1
c0 based on singular value

decomposition (SVD) [31] and marker configuration.
3) Based on each of point correspondences m0 j ←→ m1 j

and camera matrices P0,P1, compute the position of the
3-D space point Mj .

Remark 4: There are some inherent ambiguities involved in
the 3-D reconstruction of a scene from point correspondences.
The camera matrices may be retrieved by SVD up to a scale,
but there are four possible solutions except for the overall
scale. Thus, the 3-D point is further reconstructed based on
each possible camera matrix, and the solution with the positive
reconstruction coordinate is optimum. Besides, the absolute
position of the space point cannot be determined without the
knowledge of the scene structure. In practice, the scale can be
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Fig. 10. Simulink model of the ground control system.

Fig. 11. Hardware architecture of the proposed testbed.

computed based on the actual length and the reconstruction
length of AC on the 1-D calibration wand.

d) Calibration algorithm: As for a monocular camera,
the calibration is to determine the nine intrinsic parameters
(k1, k2,mu,mv , u0, v0, k3, k4, and k5), and the calibration
procedure for estimating those parameters is detailed in [29]
based on viewing a planar object with several control points
at known positions. In addition to the intrinsic parameters
of a camera, however, the multiple cameras are placed at
unchanged locations during the tracking process in our testbed.
Thus, their relative poses need to be calibrated, so are their
corresponding poses with respect to the global frame. These

are referred to as the calibration of the extrinsic parameters of
each camera (Rc

e,Tc
e), and our previous work [32] proposed

a method to calibrate the intrinsic and extrinsic parameters
of multiple fish-eye cameras using a 1-D freely moving wand
based on the generic camera model. In our testbed, the calibra-
tion method in [32] is employed, and then, another calibration
kit is used to uniform the pose of cameras with respect to
the global frame. As shown in Fig. 6(a), a 1-D wand with
three identical reflective markers with length configuration
that LAC = 390 mm and LAB = 260 mm are used to
calibrate the intrinsic parameters and extrinsic parameters of
each camera with respect to the reference camera. Similarly,
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Fig. 12. Camera structure of the proposed testbed. The camera sensor is pro-
tected by a square stainless steel housing with a size of 105 × 105 × 90 mm.
(a) Front panel. (b) Lenses and lens accessories. (c) Rear cover. (d) Processor.

Fig. 6(b) shows a 2-D triangle board with four markers with
length configuration that LDE = 240 mm, LEG = 230 mm,
and LEF = 150 mm. The 2-D calibration kit is utilized to
set the origin and determine the EFCF with the three axes;
besides the calibration results are the extrinsic parameters of
each camera with respect to the EFCF.

As for the calibration algorithm, the main point is to
transform the calibration into an optimization problem as

y∗ = arg min
y

M∑
i=0

Ni∑
j=1

(
LAB −

∥∥Ar
j − Br

j

∥∥)2

+(
LAC −

∥∥Ar
j − Cr

j

∥∥)2 + (
LBC −

∥∥Br
j − Cr

j

∥∥)2

+∥∥ai j −G
(
y,Ar

j

)∥∥2 + ∥∥bi j −G
(
y,Br

j

)∥∥2

+∥∥ci j −G
(
y,Cr

j

)∥∥2 (7)

where the optimization variable is defined as y =
[ki

1 ki
2 mi

u mi
v ui

0 v
i
0 ki

3 ki
4 ki

5 Rci
c0 Tci

c0 ]T , i = 1, · · ·M , and
ai j ,bi j , and ci j are the image points of 3-D reconstruction
features Ar

j ,Br
j , and Cr

j in the i th camera and Ni is the total
number of times that the features are viewed in the i th camera.
The former three errors are the reconstruction length errors,
while the last three terms are the reprojection errors of each
feature point. The sparse Levenberg–Marquardt algorithm [33]
is employed to minimize the errors.

Remark 5: It is noted that the intrinsic parameters remain
unchanged wherever the cameras are placed. Thus, in practice,
the intrinsic parameters are first calibrated alone, followed by
the calibration of the remaining extrinsic parameters of (7).
Thus, the computation of the optimization process is reduced.

3) Pose Estimation: Accurate pose estimation is a funda-
mental issue for 3-D tracking and control of UAVs. In this
section, the pose is estimated by an EKF under the assump-
tions that the system is corrupted by zero-mean Gaussian

white noises and the covariance of measurement models is
known. A generic linear constant velocity process model with
12 states is employed to describe the motion characteristics of
the vehicles, and the feature imaging of point correspondences
constitutes the visual measurements model with noises. The
general flow diagram of the pose estimation is shown in Fig. 7.
In the diagram, the 3-D–2-D correspondence search is to
associate the reflective markers with the image points at
each camera independently, which is extremely important for
the visual measurement of the filter. Thus, it is important
for the initialization process to obtain a nice initial value
of the 2-D feature matching and feature configuration. The
2-D feature matching is to find the point correspondences in
different camera images of the same space point based on the
epipolar geometric constraint, and thus, 3-D reconstruction of
each feature can be executed, so is the feature configuration.
The feature configuration is to calibrate the position of the
markers with respect to the ABCF, which is essential for visual
measurement. The filter needs to be reinitialized whenever the
tracking loss of features happens. Based on the last estimated
pose, the 3-D–2-D correspondences are predicted based on
the process model and then search for the correspondences,
constituting the visual measurement. Finally, an EKF is uti-
lized to estimate the pose and corresponding covariance.

a) Process model: For pose estimation of rigid objects,
the system state vector of process model comprises of the posi-
tion ep = [pxe pye pze ]T ∈ R

3, velocity ev = [vxe vye vze ]T ∈
R

3, Euler angle � = [φ θ ψ]T ∈ R
3, and angular velocity

bω = [ωxb ωyb ωzb ]T ∈ R
3 and thus is defined as

x = [pxe vxe pye vye pze vze θ ωyb ψ ωzb φ ωxb ]T ∈ R
12.

(8)

Then, a generic linear constant velocity process model is
chosen in which the relative linear velocity and angular
velocity are assumed to be constant during each sample period.
This assumption is reasonable for sufficiently small sample
periods in real-time tracking systems. Thus, the process model
can be written as [34], [35]

eṗ = ev̇
ev̇ = γ p

�̇ = bω
bω̇ = γ a (9)

where γ p, γ a ∈ R
3 are modeled as zero-mean Gaussian white

noises. Suppose that Ts is the sampling time, and applying
the first-order backward difference, the abstract discrete-time
form of the process model (9) is described as

xk = Fxk−1 + γ k (10)

where F ∈ R
12×12 is a block diagonal matrix with 2 × 2

blocks of the form

[
1 Ts

0 1

]
, and

γ k = [0 γ1,k 0 γ2,k 0 γ3,k 0 γ4,k 0 γ5,k 0 γ6,k]T ∈ R
12

models the motion uncertainties described by a zero-mean
Gaussian distribution with covariance Qk ∈ R

12×12.
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Fig. 13. Ethernet hub of the proposed testbed. The hub is used to send the synchronous trigger signal to cameras and receive image data from all cameras.
(a) External structure. (b) Internal structure.

Fig. 14. 3-D pose estimation multi-vision ground station with eight cameras in the navigation computer.

b) Measurement model: Before describing the measure-
ment model of the filter, the feature imaging principle needs
to be derived, which explains the relationship between the
3-D space point on the UAV and the corresponding 2-D
image point. Fig. 1 shows the situation of the multi-camera
system, including the UAVs with onboard markers attached.
Suppose that T ∈ R

3,R(�) ∈ R
3 are the relative position and

orientation of the body frame ABCF with respect to the global
frame EFCF, and they are also the pose to be estimated and
tracked. The feature imaging principle is summarized as

pci
j = G

(
ki

1, ki
2,mi

u,mi
v , ui

0, v
i
0, ki

3, ki
4, ki

5,Rci
b ,Tci

b ,
bP j

)
,

i = 0, · · ·M − 1; j = 1, · · · Np (11)

where pci
j = [uci

j v
ci
j ]T is the image point of the j th marker

captured by the i th camera, the feature configurationbP j is the
coordinate of the j th marker with respect to the ABCF, which
needs to be accurately calibrated before filtering. Besides,
we have the relationship that Rci

b = Rci
e R(�) and Tci

b =

Rci
e T + Tci

e , where the parameters Rci
e and Tci

e are obtained
through the calibration process, so are the intrinsic parameters
(ki

1, ki
2,mi

u,mi
v , ui

0, v
i
0, ki

3, ki
4, and ki

5). Getting back to (11),
given the 3-D point correspondence pci

j ←→ bP j of each
marker, the relationship with the estimated pose (R(�),T)
can be obtained, which constitutes the visual measurement.
What is essential is to determine the feature configuration and
figure out the correspondences.

The measurement outputs for the filter are the 2-D image
plane coordinates of the 3-D space points directly, and
the measurement model defines the feature correspondences
between the 2-D feature points and 3-D markers according to
feature point imaging principle. Based on (11), the measure-
ment model is expressed as

zk = h(xk)+ vk (12)

where zk = [zc0
k · · · zcM−1

k ]T ∈ R
2Np M , zci

k =
[uci

1 v
ci
1 · · · uci

Np
v

ci
Np
]T ∈ R

2Np , and the symbol zci
k is defined
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Fig. 15. Indoor flight control testbed.

as the measurement outputs of Np feature points captured by
the i th camera. The corresponding measurements degenerate
to zero when there is no point captured by the camera. The
function h(xk) = [hc0(xk) · · · hcM−1(xk)]T ∈ R

2Np M , and
the expression of hci (xk) ∈ R

2Np can be obtained using (11).
Besides, vk = [vc0

k · · · vcN−1
k ]T ∈ R

2Np M , vci
k ∈ R

2Np is the
measurement noise vector assumed as a zero-mean Gaussian
white noise with covariance Rk ∈ R

2Np M×2Np M .
c) Extended Kalman Filter: Based on the linear constant

velocity process model (10) and the nonlinear measurement
model (12), a correspondence-based EKF is employed to esti-
mate the state variables of the UAV in this section. The EKF
is a commonly used method for tracking and control of UAVs.
The EKF algorithm consists of three stages: initialization,
prediction, and update. The procedure of the filter is shown
in Table I. There are some practical issues to be noticed. First,
the initial values of the system state are important for the
filter. The optimal point correspondences between two images
are obtained based on the epipolar geometric constraints and
a first-order geometric error—Sampson distance [36]; only
if the Sampson distance between two image points is small
enough, the points are viewed as the matching points. Since
point correspondence is required in the filter to constitute the
measurement model, a point correspondence search method
combining the predicted pose of the filter with the brute-force
approach in [37] is proposed. To be more specific, the cor-
respondences are determined by using the prediction from
the filter or, in case of failure, using the brute-force search
approach. This searching method still takes effect when some
markers are missing.

B. Ground Control System Design

The ground control system is designed in a Simulink model.
The three-channel control model is proposed first, followed by
the controller design based on a PD controller.

1) Three-Channel Control Model: Remote pilots often
control multicopters based on open-source semi-autonomous
autopilots (SAAs) to execute tasks. They do not need to know

TABLE I

PROCEDURE OF THE EKF IN POSE ESTIMATION

the low-level flight control law inside the autopilots. It is
applicable to develop special algorithms based on the existing
SAAs directly. Besides, There are often three common modes
in an SAA: the “stabilize mode,” the “altitude hold mode,”
and the “loiter mode.” In this paper, a position controller is
designed based on the stabilize mode in an SAA. For the
convenience of controller design, the control model of a rigid
object can be linearized and simplified to a three-channel
control model, i.e., altitude channel, yaw channel, and hor-
izontal position channel. With SAAs, the model is simplified
as [24, Ch. 12]

ṗze = vze

v̇ze = −kvzvze − kuT uT

ψ̇ = ωz

ω̇z = −kωzωz + kuωz
uωz (13)

ṗh = Re
b(ψ)vhb

v̇hb = −Kvhb
vhb − g

[
0 1
−1 0

]
�h

�̇h = ωhb

ω̇hb = −K�h�h −Kωhb
ωhb +Kuh uh

where ph = [pxe pye]T , vhb = [vxb vyb ]T ,�h =
[φ θ ]T ,ωhb = [ωxb ωyb ]T , and

Re
b(ψ) =

[
cosψ − sinψ
sinψ cosψ

]
(14)

defines the horizontal rotation by ψ from the ABCF to the
EFCF since the horizontal control signals are with respect
to the body frame. The first two equations of (13) represent
the altitude channel model, and the following two equations
of (13) describe the yaw channel model, while the last three
equations of (13) are the horizontal position channel model.
Moreover, kvz , kuT , kωz , kuωz

∈ R+,Kvhb
,K�h ,Kωhb

,Kuh ∈
R

2×2 are parameters determined by the selected AAS. There
are control command signals from three channels: the altitude
channel command uT , the yaw channel command uωz , and the
horizontal position channel commands uh = [uφ uθ ]T .

2) Controller Design: In our testbed, we choose the Parrot
Bebop 2.0 as the target UAV due to its small size, low price,
sturdiness to crash, and safeness with a protective hull even
used indoor or close to people. Above all, it is fairly simple
and easy to implement control using the specific SDK, and we
need to communicate with the UAVs through wireless LAN.
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TABLE II

TESTBED SPECIFICATION

TABLE III

COMPARISON BETWEEN THE ESTIMATED LENGTH AND THE GROUND TRUTH

Therefore, by comparing the pose information from the visual
feedback with the reference position and orientation, we can
design a simple PD controller to generate the control signals
that are then sent to the target UAV at a fixed frequency.
As shown in Fig. 8, the UAV dynamic model, including
inner-loop control, is regarded as a black box, which only
receives the control commands from three channels.

The objective of this section is to design extra position con-
trollers based on the existing stabilize mode of the SAA (13).
Given a desired trajectory pd (t) = [pxed pyed pzed ]T ∈ R

3

and the desired yaw angle ψd(t), it is expected to make
�x(t) − xd(t)� → 0 through the control inputs uT , uωz , and
uh as t → ∞, where x = [pT ψ]T and xd = [pT

d ψd ]T .
Therefore, a PD controller is designed for the three-channel
control model directly as

uT =−kT ,P(pze− pzed )−kT ,D( ṗze− ṗzed)

uωz =−kψ,P(ψ−ψd )−kψ,D(ψ̇−ψ̇d)

uh =−Kh,PRb
e (ψ)(ph−phd)−Kh,DRb

e (ψ)(ṗh−ṗhd) (15)

where the parameters kT ,P , kT ,D, kψ,P , kψ,D ∈ R+,
Kh,P ,Kh,D ∈ R

2×2 are PD coefficients that need to be

tuned. Note that the yaw angle can be controlled with pure
proportional control, i.e., kψ,D = 0.

C. Software Framework

Based on the multi-camera system design and the ground
control system described earlier, the software framework of
the indoor flight testbed is shown in Fig. 9. It consists of
four main nodes (executable files within ROS packages),
i.e., Simulink model node, bebop_driver node, vps_driver
node, and Bebop_GUI node. The vps_driver node is to
communicate with the multi-camera system via user data-
gram protocol (UDP) and then publish the pose and velocity
information by the /vpsnavdata topic. bebop_driver is the
ROS driver for Bebop to subscribe the control command by
the /bebop/cmd_vel topic and the basic command, such as
takeoff, land, and reset. Bebop_GUI is a simple interface
to control the Bebop through MATLAB and can implement
simple commands, such as taking off, hovering, and landing.
After taking off, the Simulink model node to execute visual
feedback is to employ the RST of MATLAB to subscribe all
the navigation data, generate, and publish control command
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Fig. 16. Histogram of image coordinates of two markers of the UAV at a
fixed position. It is calculated that the variances of the image coordinates are
marker 1 (2.0457e-04 and 8.3111e-05) pixel and marker 2 (8.3793e-04 and
2.0475e-04) pixel.

Fig. 17. Histogram of reconstructed UAV position at a fixed position. It is
calculated that the variances of the reconstructed 3-D position are (1.1485e-05,
5.7719e-06, and 1.1829e-05) mm.

signals to the target Bebops. The diagram of the Simulink
model is shown in Fig. 10 with the corresponding source code
available at https://github.com/DengMark/BebopTest. There-
fore, it is flexible for researchers to test and evaluate any
advanced control strategies with a variety of reference trajecto-
ries, and they just need to modify the references and controller
modules in the Simulink model.

IV. TESTBED HARDWARE DESIGN

In order to test and demonstrate the multi-camera sys-
tem and ground control system described earlier, an indoor
multi-camera-based testbed for 3-D tracking and control of
UAVs is constructed by members of our group. Fig. 11 shows
the hardware architecture of the proposed testbed comprised
of a camera sensor, sensing unit, processing unit, interface

Fig. 18. (a) Raw and (b) virtual images with markers placed on the ground.
Marker A is near the origin of the EFCF.

Fig. 19. Comparison of pose estimation results between the proposed multi-
camera system and a commercial motion capture system OptiTrack.

unit, and application unit. In the testbed, smart cameras are
employed as the main sensors to obtain visual information.
The camera sensor, which is implemented in complementary
metal–oxide–semiconductor (CMOS) technology, provides the
raw image data of the processing pipeline inside a smart
camera. The sensing unit reads the raw image data and
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Fig. 20. Horizontal and 3-D trajectory results of waypoint controlling using two bebops.

TABLE IV

BIAS ERROR BETWEEN THE PROPOSED ESTIMATION

AND THE OPTITRACK ESTIMATION

performs some preprocessing, such as white balance and
color transformations. It also controls some parameters of
the camera, such as capture rate, gain, or exposure time.
The main image processing tasks (i.e., marker detection and
extraction in this testbed) are implemented at the processing
unit, which receives the images from the sensing unit, performs
real-time image process, and finally transfers the coordinates
of all markers to the interface unit. The main processing unit
uses a latest Zynq-7000 system on a chip that is equipped
with a dual-core ARM Cortex-A9 processor integrated with
28-nm Xilinx-based programmable logic on an FPGA for
hardware acceleration and excellent performance. It has 1-GB

TABLE V

VALUES OF THE PD COEFFICIENTS IN THE GROUND CONTROL SYSTEM

DDR3 and 4-GB flash memory with the maximum frequency
up to 866 MHz. The interface unit provides multiple external
input/output interfaces, such as USB and Ethernet. Finally,
the processed data are transferred to the application unit
via the interface unit. The main algorithms of this testbed,
including the multi-camera calibration, visual tracking, and
3-D control, are implemented in the application unit. Camera
structure and Ethernet hub are shown in Figs. 12 and 13,
respectively.

The indoor flight testbed is developed as in Fig. 14 with
specifications shown in Table II. Eight smart cameras with an
infrared pass filter and external trigger provide the synchro-
nized images of the target UAV from different fields of view
to the ground navigation computer. The navigation computer
is to implement image processing, camera calibration, and
pose estimation. Besides, a 3-D pose estimation multi-camera
ground station is developed in the navigation computer to
visualize the current state and operation steps of the system
based on a Microsoft Foundation Class (MFC)-based Graph-
ical User Interface (GUI), as shown in Fig. 14. The control
computer running ROS and Simulink model receives the pose
information from the navigation computer and then generates
and transmits the control signals to the UAV through wireless
LAN. A low-cost quadcopter Bebop 2.0 with four reflective
markers attached is utilized.
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TABLE VI

COORDINATES OF THE DESIRED AND ACTUAL WAYPOINTS OF TWO BEBOPS DURING THE TEST (UNIT: M)

Fig. 21. Horizontal results of an ellipse trajectory.

V. EXPERIMENTAL RESULTS

This section presents the performance evaluation of the
proposed indoor flight control testbed. First, the multi-camera
system is evaluated to check the accuracy and efficiency
of pose estimation. Then, based on the pose information,
some real indoor flight tests are conducted using the ground
control system to control the target UAVs. A video of thor-
ough experimental tests is available at https://youtu.be/k9_
u-yvZb1w and our Reliable Flight Control Group website
http://rfly.buaa.edu.cn.

A. Pose Estimation Results

First, it is required to obtain the noise characteristic of
the multi-camera system to find the accurate values of the
filter parameters. Fig. 16 shows the histogram of the image
coordinate of the two reflective markers on the UAV at a
fixed position after camera calibration. The result depends on
the performance of the camera sensors and feature detection
capability. Besides, the position of the UAV is obtained
by a 3-D reconstruction algorithm discussed earlier, and
the histogram of the reconstructed UAV position at a fixed
position is shown in Fig. 17. The results indicate that
the multi-camera system can provide a high-precision pose
estimation, enough to serve as visual feedback to control
the UAV.

Then, the pose estimation experiment is conducted in case
that there are four reflective markers with fixed positions on

Fig. 22. Comparison results between the desired position and the actual
position.

Fig. 23. Horizontal results of four Bebops with an elliptical trajectory. The
four markers represent the initial position of four Bebop drones.

the ground composing a square with a length of 60 cm. The
placement of the markers and the image captured by four
cameras are shown in Fig. 18. Similarly, the global positions of
the markers can be reconstructed by the multi-camera system
based on the visual algorithm and EKF mentioned earlier, and
then, the lengths of each edge of the square are computed.
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Fig. 24. Samples of the tracking situation. Bebop is tracked and controlled
well by the proposed testbed, while some markers are added during flying.

The comparison between the reconstruction length and the
corresponding ground truth is shown in Table III. It is indicated
that the multi-camera system has high precision with the esti-
mation error of less than 3 mm. Besides, the processing speed
is up to 100 frames/s. From the earlier results, the proposed
multi-camera system has a good performance, so that it can be
employed to control the target UAV within the field of view.

Finally, a comparison of pose estimation results between
the proposed multi-camera system and a commercial motion
capture system OptiTrack has been made. The target UAV
is moved freely by hand. The results are shown in Fig. 19.
Furthermore, Table IV shows the average and standard devia-
tion for the bias error between the proposed estimation and the
OptiTrack estimation. The results indicate that the proposed
multi-camera system is accurate.

B. Flight Test Results

In this section, some closed-loop control flight tests of
the target UAV with pose estimation using the proposed
multi-camera system are performed. In these tests, the position
and yaw are controlled by the proposed PD controller
in (15) by using the position, velocity, and attitude from the
multi-camera system and an EKF. The visual measurement
update rate is 50 Hz, and the process and measurement noises
are zero-mean white Gaussian noises with the covariance
of 0.0001 and 0.05, respectively. The PD coefficients are
shown in Table V.

In the first experiment, two Bebops are controlled to fly a
rectangle at the same time. The reference waypoints of the

Fig. 25. 3-D trajectories of three Bebop drones. The three drones are
controlled to fly from the starting waypoint to the end waypoint based on
the proposed testbed, and there are cross collisions among their trajectories.
(a) Flight scene with cross trajectories among three UAVs. (b) 3D trajectories
of three UAVs.

two Bebops are given as in Table VI. Similarly, the horizontal
and 3-D trajectories of two Bebops are shown in Fig. 20.
The results show that the proposed testbed can control multiple
Bebops with a satisfactory tracking performance.

In the second experiment, the Bebop is controlled to fly an
ellipse with the desired trajectory defined as

x = 0.5 sin(t + π/2)
y = 0.8 sin(t)

z = 0.7.

The horizontal trajectory and the comparison results
between the desired position and the actual position are shown
in Figs. 21 and 22, respectively. The results imply that the
designed controller has an accurate precision.

Then, we tested the proposed testbed on scalability to
demonstrate how many targets that the testbed is able to track
and control. It is noted that the bandwidth of visual data
becomes bigger with more targets and more cameras, which
will leave more burden on the processor. Besides, the effective
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Fig. 26. Example of a large-scale VSN, where the multiple UAVs are coordinated to implement some specific tasks in a large factory.

range of view is limited with a limited number of external
cameras. In the final experiment, we have tracked four Bebops
and control them to fly an elliptical trajectory. The ellipse
center of the referenced ellipse is (0, 0) m. The semimajor and
semiminor axes of the referenced ellipse are 3.5 and 1.3 m,
respectively. The horizontal trajectory is shown in Fig. 23.
The results indicate that the designed testbed can track and
control four quadcopters, and the control accuracy is reliable.
Moreover, to demonstrate the robustness and reliability of the
proposed testbed, we added some markers as outliers and
noises, while the quadcopter is flying under control. Some
samples of the tracking situations are shown in Fig. 24. The
supplementary experimental results of the proposed testbed
are available at https://youtu.be/Z99DHUqEERw. In the video,
it is demonstrated that the testbed is reliable in the presence
of disturbance and noises.

Finally, more complicated situations with cross trajectories
among multiple UAVs are considered in this paper. Hence,
collision avoidance algorithms need to be added to the main
navigation and guidance algorithms, which will extend the
practical applications of the proposed testbed. As shown
in Fig. 25(a), three Bebop drones are controlled to fly from
the starting waypoint to the end waypoint based on the
proposed testbed, and there are cross collisions among their
trajectories. Combined with a collision avoidance algorithm
by using an artificial potential field method, flight results are
shown in Fig. 25(b). The results show that all three drones
fly autonomously without collision. More experimental results
are available at https://youtu.be/ShGW6SxSnUI.

Remark 6: During the tests, it is noticed that the altitude
channel is not well controlled since the readings of the

ultrasonic range finder are not accurate and tend to vary
near a fixed position. Therefore, the controller of the altitude
channel will respond quickly, and the altitude data will fluc-
tuate. Besides, it is essential to validate the efficiency of the
system, the time delays of some major processes, i.e., imaging
processing, Kalman filtering, and wireless communication, are
measured. Note that the algorithms of the multi-camera system
and the ground control system are run in separate computers.
The main image processing is also executed inside the FPGA
units of smart cameras. Finally, it is measured that the time
delay of the imaging processing is about 9 ms, while the
filtering costs about 5 ms, and wireless communication delay
is 7 ∼ 13 ms for the testbed. The results show that the time
delays exist but are relatively small, and the update rate is high
enough to control the target vehicles (the control commands
are sent to the vehicles at a fixed rate of 50 Hz in the testbed).

C. Discussion

Based on the experimental results, we have verified the
feasibility and high-precision accuracy of the proposed indoor
multi-camera flight testbed. Although some simple examples
are conducted to validate the functionality of the proposed
testbed, there exist a great variety of potential applications for
the proposed testbed in many fields.

1) In scientific research, as an indoor flight testbed with
millimeter positioning accuracy and high frame rate
(100 Hz for our testbed), it is very appropriate for
testing and evaluation of advanced algorithms, such
as multi-agent control strategies, formation control,
and obstacle avoidance. The testbed usually serves
as a ground-truth reference for localization. Besides,
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the testbed can be a testbed for preliminary simula-
tion and validation of some scenarios demanding wide
working range and great maneuverability, such as the
decision-making of UAV delivery, the control of UAV
autonomous refueling docking, and cooperative control
of UAV swarm. Furthermore, the testbed can be fused
with other sensors, such as active range finders, GPS,
and IMU, to estimate states accurately and robustly.

2) In education industry, the testbed can be used as a
platform for college curriculum design, based on which
we can design some basic experiment courses, such
as the design of state filters, the design of positioning
controller, the design of tracking controller, the design of
path-following controller, the design of obstacle avoid-
ance controller, and the design of formation controller.

3) In robotics industry, the proposed testbed applies to
many other kinds of featured robots besides UAVs. It can
be extended to the tracking and control of unmanned
ground vehicles (UGVs) and robot manipulator. Besides,
the ground control system is implemented in a Simulink
model, which can be automatically transferred into C++
source code to be directly employed in ROS-enabled
robots. This idea is motivated by the model-based
design [38] to reduce development time greatly and
avoid manually coded errors.

Nevertheless, our proposed testbed still has a few limitations
that can be addressed in the future work. The testbed requires
all the cameras to be synchronized, and pairwise overlap
is necessary. Besides, the working volume of the testbed is
small due to the limited number of employed cameras. The
applications may be limited due to these limitations in terms
of working range and accuracy, and it is hopeful for the testbed
to extend to a large-scale visual sensor network (VSN) [39],
based on which a large number of topics can be researched fur-
ther, such as the camera calibration, localization, networking,
and collaborative routing. As shown in Fig. 26, a large number
of cameras are employed to monitor a large area, where we
can control multiple UAVs to implement some specific tasks,
such as formation flight and goods transportation. Besides,
we are now trying to design an accurate and flexible approach
to the geometric calibration of a class of VSNs, and a video
is available at https://youtu.be/XmglR4HAsEw.

VI. CONCLUSION

In this paper, a comprehensive and generic multi-camera
based testbed for 3-D tracking and control of UAVs has
been proposed. The testbed consists of a multi-camera system,
a ground control system, onboard infrared reflective markers,
and target UAVs, which performs main algorithms, includ-
ing image processing, camera calibration, 3-D reconstruction,
pose estimation, and motion control. The experimental results
show that the proposed testbed provides a comprehensive
and complete platform with good scalability applicable for
research on a variety of advanced guidance, navigation, and
control algorithms. It has extensive potential applications in
many fields, such as scientific research, education, and robot-
ics. However, the application range is limited and influenced
by the amount and placement of the cameras because of the

finite field of view. In the future research, camera placement
problem in this multi-camera system needs to be studied to
expand the sensing coverage and decrease the reconstruction
error. A large-scale VSN is to be designed by using more
cameras to track and control more UAVs.
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