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Autopilot systems on unmanned aerial vehicles (UAVs) are safety-critical systems whose requirements 
on reliability and safety are ever-increasing. However, testing a complex autopilot control system 
is an expensive and time-consuming task, which requires massive outdoor flight tests during the 
whole development stage. This paper presents an indoor automatic test platform for autopilot systems 
aiming to significantly improve the development efficiency and safety level of UAVs. First, a unified 
modeling framework is proposed for different types of aerial vehicles to make it convenient to share 
common modeling experience and failure modes. Then, a real-time simulation platform is developed by 
using automatic code generation and FPGA-based hardware-in-the-loop simulation methods to ensure 
simulation credibility on software and hardware levels. Finally, an automatic test framework is proposed 
to traverse test cases during real-time flight simulation and assess the test results. In the verification 
part, the accuracy and credibility of the simulation platform are verified by comparing the obtained 
results with experimental results, and several successful applications on multicopters demonstrate the 
practicability of the proposed platform.

© 2021 Elsevier Masson SAS. All rights reserved.
1. Introduction

Unmanned aerial vehicles (UAVs), including fixed-wing [1], tilt-
wing [2], and multicopters [3], are becoming increasingly popular 
in both civil and military fields [4]. For all types of UAVs, safety is 
always the most basic requirement, and the concern over potential 
safety issues remains the biggest challenge for their practical ap-
plications. For most small-scale UAVs, there is usually not enough 
space or payload to carry more hardware redundancy (such as 
backup engines, actuators, or motors) due to the limitation of cost 
and performance, so the autopilot control systems are becoming 
increasingly complex to ensure both reliable operation under nor-
mal conditions and safety decision under failure scenarios. To ver-
ify the safety of a UAV autopilot system, continuous outdoor flight 
tests are required during the whole development stage, but tra-
ditional test methods are usually too expensive and inefficient to 
cover all normal and failure cases. As a result, more efficient real-
time simulation and test methods [5] for autopilot systems of UAVs 
are urgently needed for the ever-increasing system complexity as 
well as high safety requirements in complex environments.
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According to [6], more than 80% of the development tasks of 
an autopilot system are in the decision-making layer to guaran-
tee safety under various possible faults. However, most potential 
fatal faults are rare to be encountered in normal operations, so 
massive repeated experimental tests are essential to ensure that 
the autopilot system can correctly detect and handle unexpected 
faults. In recent years, many experimental test methods are pro-
posed to comprehensively test and assess the safety of UAV sys-
tems. For example, in [7], the experimental test method for UAV 
autopilot systems is studied based on the airworthiness frame-
work of manned aerial vehicles. However, since the amount and 
types of UAVs are much larger than manned aerial vehicles and 
the development circles are required to be shorter, the experi-
mental test methods in the current airworthiness framework are 
becoming increasingly inefficient for UAVs. Besides, for small-scale 
commercial UAVs, the experiments (e.g., outdoor flight tests) are 
usually high-cost, dangerous, and regulatory restricted. Therefore, 
new simulation test and safety assessment methods (e.g., the real-
time simulation methods [8], high-precision modeling and system 
identification methods [9], model-based safety assessment meth-
ods [10]) are becoming the trend for UAVs. Although experimental 
tests cannot be completely abandoned, simulation testing tech-
niques are undertaking more and more safety testing and assess-
ment tasks [11].
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Fig. 1. Comparisons between common simulation methods.

Simulation methods for UAV autopilot systems can be divided 
into Software-In-the-Loop (SIL) simulation and Hardware-In-the-
Loop (HIL) simulation [12]. As shown in Fig. 1(b), by running the 
control algorithms in the same computer with the vehicle simula-
tion model, SIL simulation can quickly test the control algorithms 
with the simulation speed much faster than the real world, but it 
is built on the expense of losing simulation credibility (control al-
gorithms are not running on real onboard hardware). To improve 
the simulation credibility, as shown in Fig. 1(c), HIL simulation is 
proposed by using real autopilot system hardware and real-time 
simulation computers to reflect the real operating environment of 
the control algorithms. However, traditional HIL simulation plat-
forms usually require to modify the source code to disable drivers 
and add interface programs of the autopilot system to exchange 
sensor data and control signals to close a loop, which may affect 
the operating environment and performance of the original system 
(unstable and unreliable).

In recent years, with the utilization of Field Programmable 
Gate Array (FPGA) [13], real-time simulation computers (e.g., OPAL-
RT�/OP series and NI�/PXI series) start to have the simula-
tion performance of nanosecond-level real-time update frequency 
[8,14]. This makes it possible to simulate almost everything (in-
cluding vehicle motion, sensor chips, electric circuits, and high-
frequency interfaces) outside the main processor of the autopilot 
systems. The system structure of the FPGA-based simulation plat-
form is presented in Fig. 1(d) which is closet to a real UAV system 
as shown in Fig. 1(a). Besides, the tested autopilot systems can 
be treated as black boxes in HIL simulation systems with no need 
for accessing the code or adding interface programs. Therefore, by 
simply replacing the sensor models, the HIL simulation system can 
also be applied to perform comprehensive tests for different brands 
of autopilot systems.

For all simulation methods, the primary challenge is to ensure 
simulation credibility [15], namely making people believe the sim-
ulation results are as real as experiments in the real world. The 
simulation credibility (compared with real systems) is mainly de-
termined by two aspects: platform credibility and model credibil-
ity. The platform credibility can be further divided into hardware 
credibility and software credibility. As previously mentioned, the 
hardware credibility can be guaranteed by the FPGA-based HIL 
simulation method, while the software credibility and the model 
credibility are still challenges for simulation methods. The Model-
Based Design (MBD) [16] method is an effective means to solve the 
above credibility problems by using modular visual programming 
2

technology and automatic code generation technology to standard-
ize the modeling, developing, and testing procedures of complex 
autopilot systems. The MBD method can ensure the software cred-
ibility by eliminating the disturbance factors such as manual pro-
gramming negligence and nonstandard development process. For 
example, the MathWorks�/MATLAB (the most widely used MBD 
software) can ensure the generated code meet the requirements of 
standards and guidelines such as DO-178C. In MBD methods, the 
whole simulation systems can be divided into many small subsys-
tems (modules), such as kinematic modules, GPS modules, ground 
modules, and propeller modules. Certification authorities can ver-
ify and validate these modules to build a standard product model 
database for companies to develop the vehicle prototype and the 
corresponding vehicle simulation system. Then, the model credibil-
ity can be guaranteed by using well-validated standard component 
models. What is more, with MBD methods, the same component 
model can be applied to different types of vehicles and autopilot 
systems, which may significantly improve the design, verification, 
validation, and certification process of the unmanned vehicle filed. 
For ensuring model credibility, in our previous research [17], a 
credibility assessment method is proposed based on experiments 
to assess the model credibility of HIL simulation platforms from 
multiple aspects, such as key performance indices, time-domain 
characteristics, and the frequency-domain characteristics. By com-
bining the above methods, the credibility of the simulation plat-
form can be guaranteed from the model, development process, and 
platform hardware aspects.

In this paper, an automatic test platform is proposed for au-
topilot systems of UAVs based on FPGA-based HIL simulation, MBD 
methods, and high-fidelity 3D engines, aiming to significantly im-
prove the test efficiency and safety level of autopilot software 
systems on unmanned vehicles. In summary, the main research 
contents and the corresponding contributions are listed as follows.

(i) Unified Modeling Method. There are so many in common 
among different types of unmanned vehicles. They should not be 
treated separately as more and more composite vehicles (e.g., mul-
ticopter + fixed-wing and car + fixed-wing) emerged. Therefore, a 
unified modeling method is proposed for different types of un-
manned vehicles along with parameter measurement and identifi-
cation methods to validate the obtained model and ensure simula-
tion credibility.

(ii) Real-time HIL Test Platform with MBD. A real-time HIL test 
platform is built for the testing and assessment of autopilot sys-
tems. The platform is capable of simulating real-world flight situ-
ations (e.g., 3D environment, wind disturbance, air density, faults) 
that can be described by analytic or numerical models, and it has 
advantages in obtaining the true states and controlling the testing 
variables for quantitative assessment of test results. The utilization 
of MBD methods can ensure that the testing results are credible 
and standard-compliant.

(iii) Automatic Test Framework. An automatic test framework is 
proposed to traverse test cases during real-time flight simulation 
and assess the test results by using the proposed Platform. The 
proposed simulation-based safety assessment framework is a novel 
and original method, which is a huge improvement compared with 
the experiment-based assessment framework, and it is urgently 
needed by the UAV field as the increasing complexity of autopi-
lot systems.

There are also many simulation test platforms released in re-
cent years for UAV autopilot systems, such as the Airsim [18]
from Microsoft� and the FlightGoggles [19] from Google� . Both of 
them provide SIL and HIL simulations as presented in Figs. 1(b)(c) 
with the latest three-dimensional (3D) engines (e.g., Unreal Engine 
4 and Unity) to generate high-fidelity rendered visual data, which 
have been proven to be convenient and efficient in accelerating 
the development speed of upper-level algorithms such as Com-
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puter Vision (CV) and Artificial Intelligence (AI). Similar to them, 
the platform proposed in this paper also uses the latest 3D engine 
(Unreal Engine 4) to ensure fidelity in visual scene rendering. Com-
pared with Airsim, FlightGoggles, and other simulation platforms, 
the proposed automatic test platform uses: i) the FPGA-based HIL 
simulation as shown in Fig. 1(d) to provide higher real-time per-
formance and hardware credibility; ii) the MBD methods to ensure 
the simulation credibility of the vehicle dynamics models; iii) the 
automatic testing framework to improve the test efficiency. With 
the proposed simulation-based safety assessment platform, fault 
and accident cases can be automatically generated for the autopi-
lot to improve safety design and fail-safe algorithms. Then, the 
fault test data and safety design experience can be shared with 
other vehicle types and companies to improve the development of 
autonomous driving technology. In summary, the significant advan-
tages of the proposed test platform are listed in four aspects:

(i) Extensibility. By changing the parameters (e.g., weight, size, 
and aerodynamic coefficients) of specific subsystem modules, it 
is easy to extend a simulation system to other vehicle systems 
with similar structures. Moreover, by replacing a whole subsystem 
module (e.g., a propeller module to a tire module), the vehicle sim-
ulation system can be extended to other types of vehicles.

(ii) Comprehensiveness. The current simulation systems mainly 
focus on functional testing, i.e., whether the vehicles can work 
properly in normal situations. However, unmanned vehicles are 
safety-critical systems, and most of the effects are focused on 
safety testing, i.e., whether the vehicles can work safely when ac-
cidents or faults happen. With the modular programming method, 
the fault modes, the aging process, and the probabilistic reliability 
property can be modeled for each subsystem module to improve 
the comprehensiveness of the simulation platform. Mathematically, 
the fault injection simulations (or other safety simulations) can be 
realized by online changing the module parameter or functional 
expressions of a subsystem module while the simulation program 
is running.

(iii) Verification. In practice, it is difficult to verify and validate 
the simulation accuracy and credibility of a complex simulation 
system. However, it is relatively simple to verify a small subsystem. 
Therefore, the modular programming method can divide a complex 
simulation system into many small subsystems, and verify it from 
lower levels to the top level. More importantly, if all subsystems 
used in a simulation system are well-verified modules from certi-
fication authorities, the verification efficiency can be significantly 
improved.

(iv) Standardization. A standard certification framework is ur-
gently needed for unmanned vehicles to improve testing and cer-
tification efficiency. The modular programming method is a fea-
sible way to solve this problem with the certification framework 
presented in Fig. 2. In this framework, the manufactures should 
provide the product hardware along with a simulation model that 
should be fully verified and certified by authority agencies based 
on the simulation data and experimental data. That coincides with 
the idea of Digital Twin [20] for the efficient design and testing of 
complex systems. Then, the vehicle companies can use the certified 
models for simulation system development and prototype design. 
Finally, the simulation results and experimental results can be ap-
plied for the certification of the unmanned vehicle.

2. Unified modeling method

Although different UAVs have different shapes, configurations, 
or flight environments, they have a similar system structure pre-
sented in Fig. 3 and share many common model features and fault 
modes. The common faults include actuator faults (e.g., blocked, 
failed, or unhealthy), sensor and communication faults (e.g., loss 
of signal, delays, GPS failed, and transmitting interference), envi-
3

ronment faults (e.g., obstacles, collisions, and wind disturbances) 
and vehicle model faults (e.g., vibration and loss of weight). Thus, 
a unified framework compatible with different types of UAVs will 
be beneficial to share fault mode information and safety design 
experience to improve the safety level of the whole unmanned 
vehicle field. Besides, the modeling framework is also compatible 
with the latest idea of Digital Twin [20], which advocates each 
component/product/subsystem should provide a high-fidelity nu-
merical model (digital twin) to make it possible to simulate and 
predict the behavior in the whole lifecycle. Then, it can also help to 
increase the exchange of design experience among different com-
panies, manufacturers, and certification authorities, and decrease 
the repetitive work during testing and assessment processes, which 
is also beneficial to the rapid development requirements and bet-
ter response to the rules and regulations of governments.

To make the maximum utilization of these common features, a 
unified modeling framework is developed with the system struc-
ture presented in Fig. 4 for all UAV systems. The core idea of the 
unified modeling framework is to decompose the whole vehicle 
system into many subsystems (e.g., motors), and each subsystem 
should have standard input/output/parameter interfaces to make it 
easier to extend to different types of UAVs. In this section, the uni-
fied modeling framework for the simulation system in Fig. 4 will 
be introduced in detail. The hardware structure and development 
process for the simulation system in Fig. 4 will be introduced in 
Section 3. Since the modeling methods for dynamics, flight envi-
ronment and disturbances, forces and moments, and sub-system of 
UAVs are well-studied in many references [21–23], this paper will 
focus more on the modeling framework of each subsystem instead 
of the modeling method details.

2.1. Overall vehicle model

2.1.1. Model abstraction
In practice, a complex dynamic system usually consists of many 

small subsystem systems (e.g., body system and propulsion sys-
tems). Every subsystem includes input signals u∗ , output signals 
y∗ , parameters �∗ , dynamic states x∗ , and dynamic state and out-
put functions f∗ (·) and h∗ (·), which can be mathematically de-
scribed by the following dynamic equations{

ẋ∗ = f∗ (x∗,�∗,u∗)
y∗ = h∗ (x∗,�∗,u∗)

. (1)

For simplicity, a dynamic subsystem in Eq. (1) is further simplified 
to the following input/output form as

y∗ = S∗ (u∗) . (2)

The system description form in Eq. (2) will be applied in the fol-
lowing content to describe the connection relationships among 
different subsystems. The subscript symbol “∗” in Eqs. (1)(2) can 
be replaced by different abbreviation words to represent different 
dynamic systems, such as the control software system Sctrl and the 
sensor simulation subsystem Ssens.

2.1.2. Main framework of simulation system
As presented in Fig. 4, the whole simulation system can be 

divided into three main subsystems: the vehicle simulation sub-
system Svehi (generating vehicle states according to the control 
signals), the 3D environment simulation subsystem S3d (generating 
vision data according to the vehicle states), and the sensor simu-
lation subsystem Ssens (generating sensor signals according to the 
vehicle states and vision data). Besides, there is an autopilot sys-
tem Sctrl (generating control signals according to the sensor data) 
to be tested. The above connection relationships among the above 
four systems are mathematically described by
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Fig. 2. Certification framework for unmanned vehicles.
Fig. 3. System structure of unmanned aerial vehicles.

yctrl = Sctrl (uctrl) , uctrl = ysens
yvehi = Svehi (uvehi) , uvehi = {yctrl,y3d}
y3d = S3d (u3d) , u3d = yvehi
ysens = Ssens (usens) , usens = {yvehi,y3d}

(3)

which is consistent with the connection relationships in Fig. 4. In 
the following, the unified modeling methods for the above three 
main subsystems will be introduced sequentially.

2.2. Vehicle simulation subsystem

The vehicle simulation subsystem Svehi in Fig. 4 can be fur-
ther divided into four main subsystems: the actuator subsystem 
Sact, the environment subsystem Senv, the force&moment subsys-
tem Sfm, and the vehicle body subsystem Sbody. As shown in Fig. 5, 
the connection relationships of the four subsystems are mathemat-
ically described as

ybody = Sbody (uctrl) , uctrl = yfm
yfm = Sfm (ufm) , ufm = {

ybody,yact,yenv
}

yenv = Senv (uenv) , uenv = {
ybody,y3d

}
yact = Sact (uact) , uact = {

yctrl,ybody,yenv
} (4)

where ybody contains vehicle motion states (e.g., position, veloc-
ity, and attitude), yfm denotes all the forces and moments acting 
on the vehicle, yenv includes environment parameters (e.g., gravity, 
air density, terrain, and obstacle distribution), yact denotes actuator 
states (e.g., rotating speed of rotors, and deflection angle of control 
surface). By combining the output signals in Eq. (4), the output set 
yvehi for the vehicle simulation subsystem Svehi is given by
4

yvehi �
{

ybody,yfm,yenv,yact
}
.

The key modeling methods for the four subsystems in Eq. (4) will 
be introduced as follows.

2.2.1. Vehicle body subsystem
As shown in Fig. 5, the vehicle body subsystem Sbody computes 

the vehicle states ybody according to the force and moment yfm

acting on the vehicle. In practice, based on the flat-earth assump-
tion (ignoring the curvature of the earth in a small range) and the 
rigid-body assumption (the body is rigid and not flexible), most ve-
hicle body subsystem Sbody can be described by nonlinear dynamic 
equations [24, pp. 25-54], [25, pp. 99-143] as

ẋbody = fbody
(
xbody,�body,ubody

)
ybody = hbody

(
xbody,�body,ubody

) (5)

where the state set is xbody �
{

ep, bv,Re
b,

bw
}

, the input set is 
ubody = yfm �

{
bF, bM

}
, the parameter set is �body � {J,m}, and 

the output set is ybody �
{

xbody,
ev, bv̇, bω,Re

b, · · ·
}

. Noteworthy, 
the right-superscript symbols “e” and “b” denote the North-East-
Down (NED) earth frame and the Head-Right-Down body frame 
[24, pp. 25-54] respectively; ep ∈R3 is the position vector defined 
in the earth frame; bv ∈ R3 and bω ∈ R3 are the velocity vector 
and the angular velocity vector defined in the body frame; bF ∈R�

and bM ∈R� are the force vector and the moment vector defined 
in the body frame; Re

b ∈ R3×3 is the rotation matrix to transform 
a vector from body frame to earth frame; J ∈R3 × 3 and m are the 
moment of inertia matrix and the mass of the vehicle. Then, the 
dynamic equations in Eq. (5) can be applied to describe the vehicle 
body module ybody = Sbody (yfm) in Eq. (1).

2.2.2. Environment subsystem
As shown in Fig. 5, the environment subsystem Senv gener-

ates environment parameters yenv (e.g., air density, temperature, 
terrain, wind, and magnetic field) based on the position of the ve-
hicle ep ∈ ybody. In practice, the World Geodetic System (WGS84) 
model [26] is widely used to describe the shape of the earth, 
which can convert the position vector ep to the earth Latitude-
Longitude-Altitude (LLA) global position epg � [μιh]T, where μ, ι
(unit: degree) are the latitude and longitude, and h (unit: m) is the 
altitude. Then, the acceleration of gravity g can be estimated by 
the WGS model [26] based on the vehicle global position epg. Sim-
ilarly, the air density and temperature are estimated by the Inter-
national Standard Atmosphere (ISA) model [27], and the magnetic 
field vector is estimated by the World Magnetic Model (WMM) 
[28]. Besides, according to the Military Specification MIL-F-8785C 
[29], the wind velocity disturbance vector evwind ∈ R3 (defined in 
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Fig. 4. System structure of the simulation test platform for UAV autopilot systems.

Fig. 5. The structure of the vehicle simulation subsystem.
the earth frame) can be described by the following superposition 
form

evwind = evturb + evcons + evsheer + evgust (6)

where evturb denotes the atmospheric turbulence field, evcons de-
notes the prevailing wind field, evsheer denotes the wind shear 
field, and evgust denotes the wind gust field. There are many widely 
used mathematical models for the wind components in Eq. (6). For 
example, the wind turbulence evturb can be described by the Dry-
den Wind Turbulence Model [29].

2.2.3. Actuator subsystem
As shown in Fig. 5, the actuator subsystem Sact outputs actuator 

state yact according to the control input yctrl from the autopi-
lot system. In practice, it is difficult to obtain the mathematical 
model of an actuator system because it is usually composed by 
complex mechanical components along with programmable con-
trol units, such as the Electronic Speed Controller (ESC) for UAV 
brushless motors, and the Electronic Control Unit (ECU) for car 
engines and steering systems. These control units have feedback 
control to ensure that the actuator steady output δss,i satisfy the 
preprogrammed function of the input control signal σi ∈ yctrl un-
der different operating environments. According to [25], a complex 
actuator system can be linearized to a steady-state process fss,i (·)
and a dynamic response process Gss,i (s) around the rated opera-
tion condition. For example, a motor-propeller system with an ESC 
can be simplified as a first-order or second-order inertial process 
Gss,i (s) and a steady-state function fss,i (σi) as

δi = Gss,i (s) · fss,i (σi) . (7)

Noteworthy, fss,i (·) can be measured by static testing, and Gss,i (s)
can be measured by system identification methods through frequ-
5

ency-response testing [30]. By using Eq. (7), it is easy to obtain 
the actuator output signal δi (t) (propeller rotating speed) under 
the given control signal σi (t) (throttle control signal). Then, the 
control force and torque generated by the state of an actuator δi
can be obtained by the ground friction model, aerodynamic model, 
or other mechanical models [25,31,32].

2.2.4. Force & moment subsystem
As shown in Fig. 5, the force&moment subsystem Sfm outputs 

the force and moment yfm �
{

bF, bM
}

to the vehicle body subsys-
tem Sbody. The total force bF and moment bM acting on a vehicle 
can be divided into many components from different sources. Tak-
ing the force vector bF ∈ yfm (defined in the body frame) as an 
example, it can be described by the following superposition form

bF = bFaero + bFgrav + bFcont +
∑

bFact,i (8)

where bFaero ∈ R3 denotes the aerodynamic force vector, bFgrav ∈
R3 denotes the force of gravity vector, bFcont ∈ R3 denotes the 
contact force vector from ground supporting or physical collision, 
and bFact,i ∈ R3 denotes the control force vector generated by an 
actuator. Noteworthy, the above force vectors should be all trans-
formed to the body center and projected to the body frame.

The aerodynamic force vector bFaero is a nonlinear function de-
termined by the relative speed of the surrounding air evrel as

evrel � evwind − ev

where evwind is the wind speed from the environment subsystem 
in Eq. (6) and ev is the vehicle speed from the body subsystem 
in Eq. (5). The high-precision aerodynamic modeling method has 
been well studied in [24], which is compatible with all types of 
vehicles such as multicopters [25], helicopters [31] and cars [32].
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Fig. 6. Actuator force models for different types of UAVs.

The contact force bFcont caused by the ground supporting or 
physical collision can be modeled by simplifying the vehicle body 
shape to a cuboid or a cylinder and simplifying the contact surface 
to a spring-loaded system. By adjusting the spring stiffness, it is 
convenient to simulate physical contact on objects with different 
surface hardness. The terrain and obstacle information comes from 
the environment subsystem output yenv, which further comes from 
the 3D environment subsystem S3d.

The actuator force vector bFact,i can be unified described by the 
following nonlinear expression

bFact,i = fact,i
(
�fm,yenv,ybody, δi

)
(9)

where δi ∈ yact is the instantaneous state of an actuator (the ro-
tating speed of a propeller, deflection angle of a servo system, or 
driving torque of a tire) from the actuator module Sact. Notewor-
thy, the expression of fact,i (·) is also related to the vehicle state 
ybody and the environment state yenv, and the methods to obtain 
the force model fact,i (·) have been well studied in [25,31,32].

As shown in Fig. 6, the different types of vehicle simulation 
models are mainly distinguished by the actuator types and config-
urations. In a similar way, the actuator force models for different 
types of vehicles in Fig. 6 can be easily obtained with proper actu-
ator system modeling methods.

2.3. 3D environment simulation subsystem

The 3D environment subsystem S3d in Eq. (3) aims to generate 
vision data y3d based on the vehicle states yvehi from the vehicle 
simulation subsystem. The vision data will be sent to the sensor 
subsystem to generate data for vision sensors such as cameras, 
radars, range finder sensors, etc.

Currently, many widely used 3D environment engines can be 
applied for vehicle vision modeling. For example, the Simulink 3D 
Animation Toolbox provides interfaces to conveniently access the 
video stream for image process and controller design in Simulink; 
the Airsim [18] is developed by Microsoft� to generate high-
fidelity visual and physical simulation environment using Epic 
Games�/Unreal Engine 4 (UE4). Both Simulink 3D Animation Tool-
box and Airsim can be applied to different types of vehicles, in-
cluding aircraft and cars. There are also many 3D simulation envi-
ronments exclusively developed for specific types of vehicles. For 
example, the Gazebo HIL simulator [33] for visual simulation of 
autonomous cars, and the FlightGear [34] for aircraft simulations.

These 3D simulation engines can be applied to develop the 3D 
environment subsystem to generate vision data (cameras), obsta-
cle distance information (rangefinders, radars), or point cloud data 
(Lidar). With the development of GPU performance and 3D mod-
eling technology, the obtained vision data y3d will be more and 
more high-fidelity and realistic in the future, which will signifi-
cantly improve the credibility of visual simulations.

2.4. Sensor simulation subsystem

The sensor subsystem Ssens in Eq. (3) describes the process to 
transform the vehicle state yvehi and vision data y3d to the elec-
tric signals ysens for the autopilot system. Concretely, it can also 
6

be divided into three small subsystems, including the sensor data 
subsystem Sdata, the sensor product subsystem Sprod and the com-
munication subsystem ysens. As shown in Fig. 4, their connection 
relationships are mathematically described as

ydata = Sdata (udata) , udata = usens = {yvehi,y3d}
yprod = Sprod

(
uprod

)
, uprod = ydata

ysens = ycom = Scom (ucom) , ucom = yprod

(10)

where ydata contains ideal data for sensors (e.g., the acceleration 
of accelerometers, the magnetic field of magnetometers, and the 
image or point cloud data of vision sensors), and yprod is the sen-
sor signals after adding detailed product features (e.g., noise level, 
temperature drift, failure mode, and camera distortion), and ysens
is the binary electrical signals transmitted to the autopilot system 
for position and attitude estimation.

2.4.1. Sensor data subsystem
As described in Eq. (10), the sensor data subsystem Sdata gener-

ates the sensor data ydata (applicable for a class of sensor products) 
based on the vehicle state yvehi and vision data y3d. Transforma-
tions are usually required to obtain the sensor data from the ve-
hicle states and vision data. For example, accelerometers measure 
the specific force (the difference between the acceleration of the 
aircraft and the gravitational acceleration) [35, p. 122] instead of 
the vehicle acceleration bv̇ ∈ yvehi. Similar computation expressions 
are applied to other types of sensors, such as the GPS Modules 
(longitude and latitude obtained from the vehicle position), elec-
tronic compasses (the magnetic field intensity obtained from the 
attitude and global position of the vehicle), optical flow sensors 
(relative velocity obtained from image stream), etc.

2.4.2. Sensor product subsystem
The sensor product subsystem Sprod is developed to add prod-

uct features (e.g., noise, vibration, and calibration) to the sensor 
data ydata obtained from the above sensor data subsystem Sdata. 
Given the same sensor data, different sensor products may obtain 
different results due to product features, so the senor product sub-
system is necessary.

In most cases, given the ideal sensor data xm ∈ ydata, the noise 
feature is mainly reflected in the noise na and bias drift ba of the 
measured value x′

m, which can be described as [25, p. 151]{
x′

m = xm + ba + na

ḃa = nb
(11)

where na ∼ N
(
0, σ 2

a

)
and nb ∼ N

(
0, σ 2

b

)
are zero-mean Gaussian 

noise vectors for inertial sensors. The standard deviation param-
eters σa, σb can be found in the datasheet document of a sensor 
product or obtained by system identification with the actual sen-
sor output signals.

If the system is not affected by vibrations, σa can be modeled as 
a constant value. When the vibration feature of a sensor is consid-
ered, the measuring noise na may also be affected by the vibration 
from many sources (e.g., engines, motors, and fuselage). Therefore, 
the standard deviation σa is not always a constant value, which 
should be modeled based on the actual system characteristics.

The calibration feature is mainly determined by the working 
environment of the installation configuration a sensor, which can 
be described as [25, p. 149]

x′′
m = TeKe

(
x′

m + pe
)

(12)

where pe is a constant vector for the position installation devia-
tion, Te is a rotation matrix for the installation deviation, Ke is a 
diagonal matrix for the scale deviation, and x′′

m ∈ yprod is the final 
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Fig. 7. Communication subsystem model for SPI buses.

output data of a sensor. Eqs. (11)(12) are applicable to most types 
of sensors to simulate the properties of real sensor products.

There are also many methods to add product features for vision 
sensors. For example, the methods to add camera features (e.g., 
blurs, distortions, and noises) to an ideal image are introduced in 
[36]. Other environmental factors (e.g., lighting, reflection, and fog-
ging) can be simulated by the latest 3D engines, such as UE4.

2.4.3. Communication subsystem
The communication subsystem is developed to transform the 

sensor data with product features yprod to binary electronic signals 
ysens for the autopilot system. The outputs yprod of the above sen-
sor product subsystem Sprod are decimal numerical signals, but bi-
nary electronic signals are required for the communication require-
ments between the autopilot system and other hardware. There are 
many communication interfaces and protocols widely used in the 
autopilot systems, such as SPI, Inter-Integrated Circuit (I2C) [37], 
Controller Area Network (CAN), Universal Asynchronous Receiver-
Transmitter (UART), and Pulse-Width Modulation (PWM).

The mathematical model for a communication interface is usu-
ally simple, but it is hard to be simulated by a CPU-based simu-
lation computer due to the extremely high real-time update fre-
quency and bandwidth requirements. Taking the SPI interface as 
an example, the SPI interface uses four signal wires to exchange 
information between the master device (the main processor of 
the autopilot system) and the slave device (onboard sensors). As 
shown in Fig. 7, the sensor has to finish the command recognition, 
measured data computation, and output data preparation within 
a small interval (after the previous byte data received and be-
fore the following byte data to be sent). In a real sensor chip, the 
above process is instantaneously realized by analog circuits whose 
time consumption can be treated as infinitely small. However, for a 
real-time simulation system, it usually requires a real-time update 
frequency at the nanosecond level to ensure that the sensor signals 
are correctly computed, prepared, and transmitted. For the perfor-
mance requirements, this paper uses the FPGA system to simulate 
all sensor communication features (e.g., data transmission, chip 
recognition, programmable setting functions), which ensures all 
the sensor hardware related low-level test cases can be simulated 
by the simulation platform.

3. Real-time HIL test platform with MBD

This section presents the hardware structure and development 
framework of the proposed HIL test platform in Fig. 4 successively.

3.1. Hardware structure of the HIL platform

The platform hardware consists of three parts.
7

3.1.1. Real-time simulation computer
A real-time simulation computer (also called real-time simu-

lator) is a special type of computer, running Real-Time Operation 
System (RTOS) to ensure the simulation systems run at the same 
speed as the actual physical system. The latest COTS simulation 
computers usually provide a CPU-based system and an FPGA-based 
system for different requirements of real-time update frequency; 
the CPU-based system is better at running complex simulation 
models with moderate frequency requirements (usually smaller 
than 100 KHz); the FPGA-based system is better at running simple 
simulation models with extremely high frequency (usually larger 
than 100 MHz). By combining the advantages of the above two 
systems, the hardware structure of the proposed test platform is 
presented in Fig. 4, where the CPU-based system is applied to run 
the vehicle simulation subsystem presented in Section 2.2 and the 
FPGA-based system is applied to run the sensor simulation subsys-
tem presented in 2.4.

3.1.2. Autopilot system
The autopilot system is the test object of the proposed test plat-

form. The autopilot system computes control signals for driving the 
actuators according to the vehicle states measured and estimated 
by different sensors. To ensure the autopilot system can normally 
work in the proposed test platform, the original sensors should 
be blocked (or removed), and the sensor pins on the autopilot 
system should be reconnected to the FPGA-based system of the 
real-time simulation computer. Then, the autopilot system can re-
ceive the simulated sensor chip signals for full-function operation. 
The above process only needs to know the brands and models of 
sensors used in the autopilot system and has no requirement to 
access the source code or internal hardware structure. Therefore, 
it is practical to perform black-box testing for different autopilot 
system products from different UAV companies.

3.1.3. Host computer
A high-fidelity 3D simulation environment is also essential for 

training or testing the top-level algorithms, including computer vi-
sion, machine intelligence, and decision making systems. Therefore, 
a host computer with high-performance Graphics Processing Units 
(GPUs) and realistic 3D engines are used in this paper to gener-
ate vision signals to the real-time simulation computer. The latest 
high-end consumer GPUs (such as NVIDIA GTX2080) have been 
powerful enough to generate high-resolution (larger than 4K) video 
streaming with an update frequency more than 100 Hz, which is 
capable of simulating most vision sensors. Besides, the host com-
puter also takes responsibility for running other auxiliary programs 
such as model parameter configuration program, 3D display pro-
gram, ground control program, etc. Noteworthy, for different data 
bandwidth and real-time requirements, the connection and com-
munication among the simulation computer and the host com-
puter can be realized by optical fibers, network cables, serial ports, 
etc.

3.2. Development framework with MBD

3.2.1. Modular programming
In practice, developing a complex simulation software through 

hand-coding is a difficult and unreliable task due to too many 
mathematical operations. Any coding mistake, logical mistake, or 
unknown vulnerability may lead to wrong or inaccurate simula-
tion results. The types and amounts of UAVs will be far more than 
manned aerial vehicles, and the development cycles are required 
to be much shorter, so the traditional hand-coding methods are 
no longer suitable for developing simulation software for UAVs. As 
a result, modular (also described as graphical or visual) program-
ming methods have been widely used in many MBD tools (e.g., 



X. Dai, C. Ke, Q. Quan et al. Aerospace Science and Technology 114 (2021) 106727

Fig. 8. Code generation and deployment framework for simulation software of HIL testing platforms.
MathWorks�/Simulink and NI�/LabVIEW). The whole simulation 
system presented in Section 2 has been divided into many simple 
and independent subsystems, and each subsystem can be easily re-
alized by a visual module or block in the above MBD tools, which 
makes it easy to develop and test a complicated vehicle simulation 
system.

3.2.2. Automatic code generation
Modular programming and automatic code generation are two 

of the most significant features of MBD tools such as Simulink, 
LabVIEW, and UE4. Simulink is better at developing complex simu-
lation systems (such as vehicle simulation systems), and LabVIEW 
is better at developing hardware-closed simulation systems (such 
as sensors, circuits, and communication signals) and deploying 
the simulation program to the real-time simulator. For example, 
the Aerospace Blockset in Simulink [38] provides many demos 
for quickly developing vehicle simulation systems, such as aircraft 
and multicopter. There are many 3D engines for developing high-
fidelity vehicle 3D simulation environments. Among these engines, 
UE4 provides modular visual programming functions, so the UE4 
environment is selected to develop 3D simulation scenes for the 
HIL platform.

To take full advantage of both MBD tools, the development 
process for simulation system software is shown in Fig. 8. The 
development process is divided into the following steps: (i) de-
veloping and verifying the vehicle simulation model in Simulink 
Environment; there are many powerful verifying tools in Simulink 
such as requirements traceability, code coverage check, document 
generation, etc., which guarantee the simulation software meets 
the standards and guidelines such as DO-178C; (ii) compiling the 
vehicle simulation subsystem into code, and importing it to the 
LabVIEW environment; (iii) building the sensor subsystem in Lab-
VIEW and building the interfaces to communicate with other sys-
tems; (iv) generating code and executable files to deploy them to 
the real-time simulation computer; (v) developing the 3D simu-
lation environment in UE4 and deploy it to the host computer. 
The whole development process in Fig. 8 is efficient and reliable 
because all coding and deploying operations are automatically fin-
ished by MBD tools without much human intervention. Therefore, 
it is convenient to replace some models and rebuild the simulation 
system for different types of UAVs or autopilot systems.

3.3. Platform implementation

3.3.1. Hardware composition
Based on the hardware structure presented in Fig. 4, a real-time 

HIL test platform is developed as shown in Fig. 9. The real-time 
simulation computer adopted in the platform is the NI�/PXI sim-
ulator with CPU board: PXIe-8133 (Intel Core I7 Processor, PharLap 
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ETS Real-Time System) and FPGA I/O Module: PXIe-7846R. The 
host computer is a high-performance workstation PC with profes-
sional GPUs. The autopilot system is a Pixhawk autopilot, which is 
one of the most popular open-source autopilot hardware systems 
for small-scale UAVs. All the onboard sensors (IMU, magnetome-
ter, barometer, etc.) and external sensors (GPS, rangefinder, camera, 
etc.) of the Pixhawk hardware are blocked, and the sensor pins are 
reconnected to the FPGA I/Os to receive the simulated sensor sig-
nals through interfaces including SPI, PWM, I2C, UART, UBX, etc. In 
the real-time simulation computer, the update frequency of the ve-
hicle simulation model is up to 5 kHz, and the update frequency of 
the sensor simulation model is up to 100 MHz, whose performance 
is fast enough for HIL simulations of most commercial autopilot 
systems. The communication between the host computer and the 
real-time simulation computer is realized by network cables with 
TCP and UDP protocols.

3.3.2. Software development
The simulation software of the real-time HIL test platform is 

developed based on the MBD method in Section 3.2. The Simulink 
is selected to develop the vehicle simulation model because it is 
the most professional and widely used software for vehicle dy-
namic system development; the LabVIEW is selected to develop 
the sensor simulation model because it is efficient and convenient 
in real-time simulation system development; the UE4 (version: 
4.22) is selected to develop the 3D environment model because it 
is one of the most realistic 3D engines in the development of sim-
ulation systems, games and VR systems. The Simulink, LabVIEW, 
and UE4 developing environments all provide convenient modular 
visual programming environments (see Fig. 10) and automatic code 
generation technology for the development of simulation systems, 
which are perfect for the implementation of the model-based de-
sign method. After the simulation models are all developed, the 
code generation and deployment framework in Fig. 8 is applied to 
deploy the simulation software to the real-time HIL test platform 
presented in Fig. 9.

3.3.3. High-fidelity 3D simulation environment
The fidelity of the 3D simulation model is important for test-

ing the vision-related functions of autopilot systems, such as visual 
data processing, obstacle avoidance, safety decision-making, etc. 
With UE4, it is easy to develop high-fidelity 3D scenes for different 
types of UAVs in different environments. For example, as shown in 
Fig. 11, we have developed several 3D simulation scenes in UE4 
for the HIL test platform. According to the comparisons with ex-
periments, the display effect presented in Fig. 11 has been realistic 
enough for most UAV systems to simulate the real indoor or out-
door scenes.
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Fig. 9. Hardware composition of the real-time HIL test platform.

Fig. 10. Modular visual programming environments in (a) Simulink, (b) LabVIEW, and (c) UE4.

Fig. 11. 3D simulation scenes developed by UE4 for different types of UAVs.
9
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Table 1
A test case demo for the automatic testing framework.

ID Case description Control command 
sequence

Data required Desired performance

C1 Motor #2 failed 
during hovering 
flight

• 5s: Arm the drone
• 10s: Take off to 10 m 
above ground and start 
hovering flight
• 20s: Inject the fault by 
stopping motor #2
• 25s: Stop simulation 
and record flight data

Position, velocity, 
attitude, angular 
velocity curves

• Maximum attitude 
fluctuation ≤ 10◦
• Maximum impact speed 
on ground ≤ 5 m/s
• · · ·
3.4. Automatic testing and assessment framework

3.4.1. Fault modeling and test cases
With the fault modes (e.g., sensor failure, wind disturbances, 

and motor fault) being well modeled, the proposed HIL test plat-
form can also be applied to perform automatic safety testing for 
autopilot systems. Most faults appear as the change of model pa-
rameters or dynamics functions, which can be described by ana-
lytic mathematical models or data-driven numerical models. Mod-
eling a test case requires lots of historical data and regulations 
from UAV authority agencies, which still needs to be studied and is 
not the main content of this paper. For simplicity, we assume that 
a test case database has been developed with all concerned fail-
ure modes being well modeled based on real experimental data. 
Each test case should include detailed information as shown in Ta-
ble 1 for the requirements of automatic testing. The detailed case 
information should include the vehicle command scripts, the fault 
injection triggering time, the test stop time, the desired vehicle 
flight performance, and so on.

Note that, by referring to the airworthiness framework of civil 
aircraft, the testing items and assessment indexes of UAVs should 
be obtained from the regulations, guidelines, or standards from the 
authorities, so that the test results can be applied to the future 
safety assessment of UAV autopilot systems. Then the test case 
databases can be obtained from these testing items and indexes, 
where the logically related test cases can be described by for-
mal modeling language (e.g., UML, SysML), and the process-related 
testing cases can be modeled in the Simulink Requirements tool-
box.

Note that, by referring to the airworthiness framework of civil 
aircraft, the testing items and assessment indexes of UAVs should 
be obtained from the regulations, guidelines, or standards from the 
authorities, so that the test results can be applied to the future 
safety assessment of UAV autopilot systems. Then the test case 
databases can be obtained from these testing items and indexes, 
where the logically related test cases can be described by for-
mal modeling language (e.g., UML, SysML), and the process-related 
testing cases can be modeled in the Simulink Requirements tool-
box.

3.4.2. Automatic testing and assessment framework
An automatic safety testing framework (see Fig. 12) has been 

developed based on the proposed HIL test platform. In each testing 
case, the autopilot system and the simulation models are automat-
ically reinitialized to default states, and then the autopilot system 
automatically controls the vehicle model in the HIL test platform 
to the desired state. At this moment, a fault case is injected to the 
HIL test platform to simulate a vehicle failure. After a period of 
time, the vehicle and autopilot system states are automatically an-
alyzed and recorded to a report. Finally, the next testing case is 
tested in the same way until all the testing cases are tested and 
evaluated.

By comparing the flight data (true states from simulation com-
puter and estimated states from autopilot) after fault injection with 
10
Fig. 12. Automatic safety testing and assessment framework.

the desired performance as presented in Table 1, the safety and 
reliability can be assessed by quantitative or qualitative analysis 
methods by certification authorities. For example, assuming that 
the safety specification requires that a multicopter UAV should be 
able to remain hovering flight with altitude fluctuation ≤ 10◦ af-
ter one motor is failed if the tested autopilot drives the multicopter 
to crash on the ground with maximum attitude fluctuation = 90◦ , 
then the safety test is failed and the designers should modify the 
fail-safe algorithms.

4. Verification and application

In this section, the real-time HIL test platform is applied to 
open-source autopilots of small UAVs. Then, the simulation cred-
ibility is verified through a series of experiments. In the end, sev-
eral successful applications are presented to verify the feasibility 
and practicability of the proposed methods in this paper.

4.1. Platform verification

4.1.1. Platform function verification
The Pixhawk autopilot supports for running different types of 

flight control software systems (e.g., PX4, Ardupilot, and other em-
bedded control software systems) in it, and also supports for con-
trolling different types of unmanned vehicles (e.g., multicopters, 
fixed-wing aircraft, or even small cars). Besides, the Pixhawk au-
topilot has a series of available hardware configurations for certain 
performance requirements, such as Pixhawk 1, Pixhawk 4, etc. To 
verify the proposed modeling method and test platform, we first 
apply the proposed unified modeling method in Section 2 to de-
velop the simulation models for different types of UAVs. Then, 
these simulation models are deployed to the HIL test platform 
with the MBD framework presented in Section 3. Finally, a se-
ries of tests are performed for the Pixhawk systems with various 
combinations of hardware configurations, software systems, and 
vehicle types. In our experimental tests, the four advantages of the 
proposed method (including extensibility, comprehensiveness, ver-
ification, and standardization) concluded in Section 3.2 are verified 
with the proposed modeling method and simulation test platform.
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Fig. 13. Verification equipment for the proposed HIL test platform.

Owing to the adoption of FPGA for sensor product simula-
tions, the proposed RflySim platform has also been successfully 
applied to test different UAV autopilot hardware products (e.g., 
Pixhawk series and self-designed autopilot boards) in our exper-
iments by changing the sensor chip models. Given space limita-
tions, a quadcopter autopilot system will be selected as the rep-
resentative tested object in this section to perform quantitative 
verification for the proposed methods. The autopilot system is the 
most widely used open-source autopilot system for small-scale 
unmanned vehicles, and the detailed configuration is Pixhawk 1 
hardware (MCU: STM32F427, sensor: MPU6000, MS5611, LSM303D, 
L3GD20H, Ublox-M8N, etc.) with the PX4 control software. The 
quadcopter UAV is selected because it is the most representative 
vehicle type that covers the model characteristics (e.g., aerody-
namics, ground collision, kinematics, and dynamics) and operating 
environments (e.g., near-ground, mid-air, indoor, outdoor, hovering 
flight, and forward flight) of most UAVs.

4.1.2. Experimental verification for simulation credibility
The experimental setup is presented in Fig. 13, where an F450 

quadcopter airframe (diagonal length: 450 mm, weight: 1.4 kg, 
propulsion system: DJI E310, battery: LiPo 3S 4000 mAh) is se-
lected as the experimental subject whose component diagram is 
shown in Fig. 13(a). To test the dynamics and aerodynamics of 
quadcopter, an indoor test bench as shown in Fig. 13(b) is devel-
oped with the quadcopter fixed to a stiff stick (through the center 
of mass) with smooth bearings to minimize friction. The quad-
copter is free to smoothly rotating along one axis, which makes it 
possible to perform sweep-frequency testing for system identifica-
tion and uniform rotation testing for roll damping coefficient mea-
surement. Fig. (c) presents the outdoor flight test scenario, where 
the body aerodynamic parameters and overall performance of mul-
ticopters are measured or obtained by system identification meth-
ods. Besides, we had also proposed other experimental equipment 
[39] to certificate the modeling accuracy of UAV propulsion sys-
tems. For example, Fig. 14 presents the result comparison between 
experiments and simulations of the tested quadcopter propulsion 
system, where it can be observed that the proposed simulation 
system has high accuracy from a qualitative point of view.

Based on the above experiment setup, the quantitative simula-
tion credibility assessment method proposed in our previous work 
[17] is applied in this paper to assess and improve the simulation 
credibility of the HIL platform. The key idea is to use the same au-
topilot system (see Fig. 15) in both simulations and experiments, 
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then the simulation errors caused by hardware and software dif-
ferences of control systems can be controlled to the utmost extent, 
which significantly improves the credibility of the simulation plat-
form compared with other simulation methods. The experiment 
results in [17] demonstrate that the proposed FPGA-based HIL sim-
ulation platform can reach a high matching degree (the credibility 
index in [17]) larger than 90% (where 60% presents the minimum 
accuracy requirement, and 100% presents a perfect match) by ana-
lyzing the results between the test platform and real experimental 
system from the quantitative perspective.

4.1.3. Videos and source code
Four videos have been published to demonstrate the devel-

opment, experimental verification, and application process in this 
section for the proposed platform. The first video gives an overall 
introduction of the proposed platform along with several applica-
tions on different multicopter autopilot systems:

https://youtu.be/nXAoLdPzz_I

The second video presents several demos of applying the proposed 
HIL platform to different types of vehicles with complex traffic en-
vironment simulation:

https://youtu.be/xQUnkqH29qU

The third video presents the automatic fault injection, safety test-
ing, and safety assessment demos:

https://youtu.be/MHieyE3hbHY

The fourth video introduces the MBD modeling and development 
process of the platform with experiments to quantitatively verify 
its simulation credibility:

https://youtu.be/ChNtkb5rrQs

We have also published the MATLAB/Simulink source code and the 
detailed modeling tutorial to Github:

https://github.com/RflySim/CopterSim

Readers can use it to rapidly develop SIL or HIL simulation sys-
tems for different types of unmanned vehicles by modifying the 
aerodynamic model and the actuator model.

4.2. Method applications

This subsection presents several successful applications with 
the proposed test platform to increase the development, testing, 
and validation efficiency of UAVs.

4.2.1. Rapid prototyping
To take maximum advantage of the proposed test platform with 

MBD methods, a component model database is developed for the 
rapid development of electric multicopters. The database covers 
the common products on the market for multicopter propulsion 
systems with model parameters obtained by their product spec-
ifications and experimental data. With this model database, an 
online toolbox is released (URL: https://flyeval.com/) based on our 
previous studies [39–41] for the automatic design and performance 
estimation of multicopter UAVs, and a screenshot of the online 
toolbox is presented in Fig. 16. Users can select component prod-
ucts from the database to quickly assemble a multicopter to es-
timate its flight performance and model parameters. The toolbox 
has been released for more than two years, and the user feedback 
indicates that it can significantly improve the multicopter model 
development efficiency with decent simulation accuracy.

https://youtu.be/nXAoLdPzz_I
https://youtu.be/xQUnkqH29qU
https://youtu.be/MHieyE3hbHY
https://youtu.be/ChNtkb5rrQs
https://github.com/RflySim/CopterSim
https://flyeval.com/
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Fig. 14. Modeling accuracy verification of propulsion system with experiments and simulations.
Fig. 15. Simulation credibility assessment experiments [17].

Fig. 16. Screenshot of the online toolbox flyeval.com.

4.2.2. Algorithm comparison
Another important advantage of the proposed HIL test plat-

form is that it can obtain the true states of the simulated vehicle, 
which is significant for comparing performance differences of con-
trol algorithms. In Fig. 17, two simulations are performed on the 
HIL test platform with two different estimation filter algorithms 
in the Pixhawk autopilot. They are the Extended Kalman filter al-
gorithm in Fig. 17(a) and the complementary filter algorithm in 
Fig. 17(b), respectively. It can be observed from the result in Fig. 17
that the extended Kalman filter has a better estimation effect than 
complementary, which is consistent with the theoretical analysis. 
This conclusion is hard to obtain through experiments because a 
12
higher more precise external measuring devices (e.g., differential 
GPS or visual positioning systems with centimeter-level precision) 
are required to measure the true states of the vehicle. These ex-
ternal measuring devices are usually expensive and restrained. For 
example, the differential GPS is easy to be disturbed by flight en-
vironment factors, and its data frequency is too low (usually 5 Hz), 
and the visual positioning system cannot be used outdoors. There-
fore, the proposed test platform is a better way to acquire the true 
states of the vehicle for comparative analysis and performance as-
sessment.

4.2.3. Normal flight tests
The proposed HIL test platform makes it possible to compre-

hensively test the autopilot system indoor only with computers, 
which is significant in reducing cost and time relative to outdoor 
experiments. Fig. 18 presents an autonomous mission flight test 
with the proposed HIL test platform, which usually should be per-
formed by outdoor flight tests in traditional test methods. Besides, 
more comparative simulation tests and experiments demonstrate 
that all flight tests (indoor or outdoor, manual or automatic) can 
be tested on the HIL test platform if the vehicle modeling is com-
prehensive and accurate enough.

4.2.4. Automatic fault injection tests
An automatic fault injection case (one motor blocked) is applied 

to the experimental set in Fig. 18 during the autonomous mission 
flight state, where the autopilot control command sequences are 
similar to Table 1. The recorded data from the simulation com-
puter (truth values) and the autopilot (the estimated states based 
on sensor data) are shown in Fig. 19, where the altitude, velocity, 
and roll angle, and autopilot output curves are presented in 0-8 
test phases. The results indicate that: i) the quadcopter is losing 
control (according to the autopilot output curves) and crashed on 
the ground (according to the altitude curve) when one motor is 
blocked, which means the fault is not recognized and handled by 
the fail-safe logic of the autopilot; ii) the ground impact speed and 
attitude fluctuation are exceed expected safe indexes (5 m/s and 
10 degrees for impact speed and attitude requirements in Table 1), 
so the fault may hurt people on the ground and the safety test is 
failed; iii) the simulated motor failure effect (losing control and 
crashed) is consistent with our experimental results whose test 
process is far more dangerous and high-cost than the HIL simu-
lation; iv) according to our previous study [42], the crash can be 
avoided if the motor fault is recognized and well controlled by the 
autopilot, which may help to improve the safety level of the multi-
copter UAV systems; v) the estimated states by autopilot are quite 
different from the truth values when the fault is injected in Phase 
6-7 of Fig. 19, which means the data logged by the control system 
may not be accurate after fault injection, and the truth values from 

http://flyeval.com
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Fig. 17. Comparing estimation performance of different filter algorithms in turning flight stage.

Fig. 18. Autonomous mission flight test with the proposed HIL test platform.
the proposed HIL simulation platform provide more accurate data 
for quantitative safety assessment. Since all test and assessment 
procedures are automatically finished by the proposed automatic 
test platform, the test efficiency is significantly improved during 
our actual testing process, and the safety level of UAV systems is 
improved because more potential failures are revealed and quickly 
fixed by fail-safe logic of autopilot systems.

5. Conclusion and future work

This paper presents a unified simulation and test platform, aim-
ing to significantly improve the development speed and safety 
level of unmanned vehicle autopilot systems. A unified modular 
modeling framework is proposed by abstracting the common fea-
tures of different types of unmanned vehicles. The application ex-
amples demonstrate this framework is efficient in developing a ve-
hicle simulation model with compatibility for the future safety as-
13
sessment and certification standards. Another key problem solved 
in the paper is to develop a HIL simulation test platform to en-
sure simulation credibility. With the model-based design method, 
the developing process of the simulation software can be autom-
atized and standardized, which ensures different developers can 
obtain the same simulation software with credibility guaranteed 
by the automatic code generation tools. With the FPGA-based real-
time hardware-in-the-loop simulation technology, the operating 
environment of the control algorithms is guaranteed by using the 
same autopilot system in both experiments and simulations. After 
the credibility of the simulation test platform is well guaranteed, 
we can focus on verifying and validating the simulation models 
with the quantitative assessment method proposed in our previ-
ous work. The proposed test platform is applied to a multicopter 
autopilot system, where the accuracy and fidelity of the simulation 
testing are verified by comparing the results with experiments. The 
successful applications present the advantages in the multicopter 
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Fig. 19. Automatic test results of one motor failed case during the flight mission.

rapid prototyping, estimation algorithm verification, autonomous 
flight testing, and automatic safety testing with automatic fault in-
jection and result evaluation of unmanned vehicles.

Since the test platform can provide high-fidelity and credibility 
simulation results, it will help to improve the training efficiency 
of artificial intelligence algorithms. Besides, the airworthiness for 
unmanned aerial vehicles requires more formal, quantitative, and 
efficient testing methods to assess the safety level, and we will ap-
ply the proposed test platform for the safety assessment of UAV 
systems. It is also an interesting research topic to design test cases 
for the automatic testing platform to achieve higher testing effi-
ciency and coverage.
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